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ABSTRACT
This paper focuses on the equivariant nature of source separation: the unknown parameter of source separation is an invertible matrix i.e. it belongs to a multiplicative group. In this instance, inference theory calls for ‘equivariant’ estimation. This paper discusses some consequences of equivariance with respect to implementation and performance of source separation algorithms.

1. SOURCE SEPARATION
Source separation is receiving increasing attention in both signal processing and neural network literature since the seminal work of Jutten and Hérault [1]. The model of source separation is that of n statistically independent signals whose m (possibly noisy) linear combinations are observed; the problem consists in recovering the original signals from their mixture. The ‘blind’ qualification refers to the coefficients of the mixture: no a priori information is assumed to be available about them. This feature makes the blind approach extremely versatile because it does not rely on modeling the underlying physical phenomena.

This paper focuses on the equivariant nature of source separation: the unknown parameter of source separation is an invertible matrix i.e. it belongs to a multiplicative group. In this instance, inference theory calls for ‘equivariant’ estimation. This paper discusses some consequences of equivariance with respect to implementation and performance of source separation algorithms.

1.1. Model and assumptions
In this paper, we will consider the simplest source separation model where any additive noise can be neglected and the number of mixtures is equal to the number of sources. The signal model then is that of a n-dimensional time series \( x_t \) in the form:

\[ x_t = A s_t, \quad t = 1, 2, \ldots \]

where \( x_t \) and \( s_t \) are \( n \times 1 \) vectors and \( A \) is a \( n \times n \) matrix. The components of \( s_t \) are often termed ‘source signals’ and matrix \( A \) is the ‘mixing matrix’.

Assumptions. For the purpose of source separation, the following assumptions are made:

A1 Matrix \( A \) is invertible.
A2 Source signals are ergodic zero-mean processes.
A3 Source signals are statistically independent.
A4 Source signals have unit variance.

Assumption 3 is the key ingredient for source separation. It is a strong statistical hypothesis but a physically very plausible one when the source signals originate from physically separated systems. Assumption 4 only is a normalization convention because the amplitude of each source signal can be incorporated into \( A \). Assumptions 2, 3 and 4 imply that

\[ R_x \overset{\text{def}}{=} E [ s_t s_t^* ] = I \] (1)

It is important to realize that without additional information, the outputs of a separating matrix cannot be ordered because the ordering of the source signals is itself immaterial (conventional): source signals can be at best recovered up to a permutation and a change of sign. To simplify exposition, it is assumed throughout that this indetermination can be fixed in one way or another, possibly using a priori information. The issue of indetermination is addressed at length in [2].

1.2. On-line/Off line source separation
Adaptive source separation consists in updating an \( n \times n \) matrix \( B \) each time a new data sample is received:

\[ B_{t+1} = B_t - \mu_t f(B_t, x_t) \] (2)

Function \( f(\cdot, \cdot) \) defines the algorithm and \( \{ \mu_t \} \) is a sequence of positive numbers balancing convergence speed and accuracy. The output \( y_t \):

\[ y_t = B_t x_t \]

should get as close as possible to the source signals i.e. the global system \( C_t \):

\[ C_t \overset{\text{def}}{=} B_t A \]

should be driven to the identity matrix by an appropriate choice of function \( f \).

Batch source separation consists in computing an estimate \( \hat{A} \) of \( A \) from of a batch \( X_T \) of \( T \) samples:

\[ X_T \overset{\text{def}}{=} [x_1, \ldots, x_T] \] (3)

The estimate \( \hat{A} \) returned by any particular estimator is a function of the observations. This may be denoted as

\[ \hat{A} = A(X_T) \]
where the mapping $\mathcal{A}$ corresponds to a given estimator. Source signals $s_t$ are then estimated as $\hat{s}_t = y_t = (\hat{A})^{-1}x_t$. As for adaptive algorithms, we define a global system $\hat{C}$ by

$$\hat{C} = (\hat{A})^{-1}A$$

which should be as close as possible to the identity matrix, since

$$\hat{s}_t = (\hat{A})^{-1}x_t = (\hat{A})^{-1}A_0 = \hat{C}s_t.$$

### 1.3. Some approaches to source separation

In the seminal contributions by Jutten and Hérault, the separating matrix is determined in such a way that the output $y$ has independent components. Typically, this is tested by the decorrelation between each output and some non-linear functions of each other output. Thus, a stationary point of the algorithm is such that $E[y_i y_j] = 0$ for $i \neq j$. Similar stationarity conditions are found in many other adaptive algorithms: see for instance [3, 4, 5, 6]. Note that if the separating matrix is not constrained, there are $n^2$ unknown parameters to be determined and thus $n^2$ scalar stationarity conditions have to be satisfied. These conditions can be collected in:

$$EH(y) = 0$$

where function $H(y)$ is matrix-valued and each entry of the $n \times n$ matrix $H(y)$ depends on the coordinates of $y$. An example of such a function is eq. (6).

Blind separation can also be based on the optimization of contrast functions. In the context of source separation, these were introduced by Comon [7] as functions of the distribution of $y$ which are to be optimized under the white noise constraint: $R_0 = E[y_i y_j] = I$. Comon suggests minimizing the squared cross-cumulants of $y$ (see also [8]). A similar (and asymptotically equivalent) contrast which can be efficiently optimized by a Jacob-like algorithm, especially in the complex case, is described in [9].

In many cases, simpler orthogonal contrasts may be exhibited. For instance, if all the sources have a negative kurtosis, the minimization of $\sum_{r=1}^{T} E[y_i t] \|_{t}^2$ subject to $R_0 = I$ is achieved only when $B$ is a separating matrix. This is a strongly reminiscent of 4th-order methods used in blind equalization [10]. When the 4th-order moments are estimated from a batch $X_T$ of $T$ samples, one can show that the resulting estimated signals $\hat{Y}_T = [y_1, \ldots, y_T]$ satisfy:

$$\frac{1}{T} \sum_{t=1}^{T} H(y_t) = 0$$

where $H(y)$ is the $n \times n$ matrix with $(i, j)$-th entry given by

$$H(y)_{ij} = \bar{y}_i - y_i \bar{y}_j + y_i y_j - \bar{y}_i.$$  

This is a particularly interesting example, because it provides a connection between stationarity condition (4) of an adaptive algorithm and the "estimating equation" (5) of a batch algorithm.

Other batch estimation techniques based on higher-order cumulants are used together with a prewhitening strategy in Tong and al. [2, 11]; fourth-order-only approaches are investigated in [12, 13]; purely second-order is possible if the sources have different spectra as investigated in [14, 15, 16, 2] and also in [17] in an adaptive implementation.

### 2. EQUIVARIANCE AND UNIFORM PERFORMANCE

The notion of equivariance (see for instance Lehman [18]) is of relevance when there is a 'natural' transformation group operating on the observations. In the case of source separation, the relevant transformation is left multiplication of the observed vector signals by invertible matrices. Let $M$ denote an $n \times n$ invertible matrix and consider the operation of multiplying the batch of observations $X_T$ by $M$:

$$M X_T = M [x_1, \ldots, x_T] = [M x_1, \ldots, M x_T].$$

Denote $S_T = [s_1, \ldots, s_T]$ the $T$ realizations of the source signals that give rise to the observed batch $X_T$. We have $X_T = A S_T$ and we note that the effect of left multiplying $X_T$ by $M$ is equivalent to changing the mixing matrix $A$ into $MA$ since $M X_T = M (A S_T) = (MA) S_T$. Thus, a transformation on the data is equivalent to a transformation of the unknown parameter (namely: the mixing matrix $A$).

Hence, in the context of source separation, a 'natural' transformation group to be considered is left multiplication by the set all invertible $n \times n$ matrices. Section 2.1. explores the class of estimators which are consistent with these transformations.

#### 2.1. Equivariant off-line separation

Equivariant estimators are consistent with a given transformation group whenever a transformation on the data induces a 'corresponding' transformation of the estimates. In the context of source separation, the precise definition of equivariant estimation is as follows (a more detailed exposition may be found in [19]). Recall that a particular estimator for source separation may be seen as an application $\mathcal{A}$ mapping any data set $X_T$ to an estimate $\hat{A}$ of $A$ as denoted by eq. (3). An estimator $\mathcal{A}$ is said to be equivariant if it satisfies

$$\mathcal{A}(M X_T) = M \mathcal{A}(X_T)$$

for any invertible $n \times n$ matrix $M$.

The equivariance property has an immediate consequence on the performance of source separation. Consider applying an equivariant algorithm $\mathcal{A}$ to the mixture $X_T = A S_T$. One has

$$\hat{A} = \mathcal{A}(X_T) = \mathcal{A}(A S_T) = \mathcal{A}(S_T).$$

Hence we find that the global estimated system is

$$\hat{C} \overset{\text{def}}{=} (\hat{A})^{-1} = (\mathcal{A}(A S_T))^{-1} = \mathcal{A}(S_T)^{-1}.$$

We arrive at the simple but crucial result that the global system $\hat{C}$ estimated by an equivariant algorithm is $\mathcal{A}(S_T)^{-1}$, i.e. it does not depend on the mixing matrix but only on the particular realization $S_T$ of the source signals. Thus, in terms of signal separation, the performance of an equivariant algorithm does not depend at all on the mixing matrix. We call this property uniform performance of batch equivariant estimators.

#### 2.2. Equivariant on-line separation

There is no standard definition of equivariance in the case of adaptive algorithms. Hence, we adopt a definition which is convenient in the context of source separation by adapting the crucial property (8) of off-line equivariant estimators. According to this property, the global system estimated by an off-line equivariant estimator depends only on the particular realization of the sources.

Accordingly, an on-line separation algorithm is said to be equivariant when the updating rule of $B$ is such that the global system $C_t = B_i A$ is updated in $C_{t+1} = B_{t+1} A$, where $C_{t+1}$ depends only on the previous value $C_t$ and on the current realization of the source signals $s_t$.

The key point here is that, by mere definition, the behavior of an adaptive equivariant algorithm does not depend on the particular mixing matrix $A$. Thus, its performance (stability conditions, convergence speed, residual error and its tuning (choice of adaptation steps, design of the function $H$ (see below)) can be studied and optimized independently of the mixture. Actually, it suffices to study the algorithm for $A = I$ i.e. when there is no actual mixture. This is one of the benefits of the uniform performance property.
3. IMPLEMENTATION

3.1. Adaptive implementations

It is not difficult to see that an adaptive algorithm in the form (2) is equivalent if and only if it can be recast as

\[ B_{i+1} = B_i - \mu_i H(y_i)B_i \]  

(9)

where \( H(y) \) is an \( n \times n \) matrix-valued function of \( y \). Indeed, right multiplication of eq. (9) by matrix \( A \) yields the evolution equation of the global system \( C_{i+1} = B_i A \) :

\[ C_{i+1} = C_i - \mu_i H(C_i s_i)C_i \]  

(10)

where we have used \( y_i = B_i x_i = B_i A s_i = C_i s_i \). This last equation (10) shows that the global system evolves independently of the particular value of the mixing matrix.

Adaptation rule (9) is termed a "serial update", because it reads equivalently \( B_{i+1} = (I - \mu_i H(y_i))B_i \). This latter form evidences that \( B_i \) is updated by "plugging" matrix \( I - \mu_i H(y_i) \) at the output of the current system \( B_i \) to get the updated system \( B_{i+1} \). In this sense, serial updating is the general class of matrix updating which is consistent with equivariance since i) the transformation group relevant to source separation is left matrix multiplication and ii) system \( B_i \) is serially updated in (9) by left multiplication by matrix \( I - \mu_i H(y_i) \), not depending on \( A \).

3.2. Batch (off-line) implementation

Estimating equations in the form (5) can be solved in an iterative fashion quite similar to the adaptive solution of section 3.1. Consider the following algorithm

1. Initialize \( y_t = x_t \) for \( t = 1, \ldots, T \).
2. \( \tilde{H} := T^{-1} \sum_{t=1}^T H(y_t) \).
3. \( y_t := (I - \mu_i \tilde{H})y_t \) for \( t = 1, \ldots, T \).
4. Stop if \( \|\tilde{H}\| \) is "small enough", otherwise go to step 2.

This is obviously the block counterpart of the "serial update" algorithm (9). It stops when eq. (5) is verified. Note that it works by updating the signals themselves, without updating a separating matrix or without the need to explicitly construct an estimate of the mixing matrix \( A \). However, it is easily seen that the implicit estimate of \( A \) obtained by this algorithm is equivalent, indeed.

This particular technique for solving (5) may be further improved by resorting to Newton-like algorithms as described in [20] where specific approximations to a true Newton algorithm are also discussed.

3.3. The estimating equation

Both the batch and the adaptive algorithms described above depend for their successful implementation of a specific vector-to-matrix mapping \( y \rightarrow H(y) \). The adaptive algorithm is a stochastic solver of equation \( EH(y) = 0 \) while the batch algorithm solves the same equation with the expectation replaced by a sample average in eq (5).

Both the batch algorithm and the adaptive algorithm are equivalent and thus enjoy the uniform performance property. It is desirable to have uniform performance, but it is even better to have uniformly good performance. This depends on choosing an appropriate function \( H(y) \). A good choice implies that a separating matrix actually is an attractor of the algorithms and that the residual error is as small as possible. We discuss below two classes of \( H \) functions.

**Symmetric forms.** A function \( H \) appropriate for source separation is defined in eq. (6). It is a particular instance of the class of function of the form:

\[ [H(y)]_{ij} = \phi_i(y_{ij}) \quad 1 \leq i, j \leq n \]  

(11)

where for each \( i \), function \( \phi \) operates on \( y_{ij} \), the \( i \)-th output of the separating matrix.

Note that the stationary condition is \( EH(y) = 0 \) and that this matrix equation can be decomposed into its symmetric and skew-symmetric parts. The symmetric part of the equation implies that \( E_y y_{ij} = \delta_{ij} \) for all \( i \) and \( j \). In other words, it implies that the output vector \( y \) have uncorrelated components with unit variance. The functions \( \phi \) are to be taken non-linear in order provide additional constraints. A typical example is the cubic functions appearing in eq. (6). This symmetric form actually stems from optimizing contrast function under a decorrelation constraint, see [19, 21] for more details.

By design, a \( H \) function like (11) satisfies \( EH(s) = 0 \) so that \( B = A^{-1} \) is a stationary point of the adaptive algorithm. The local asymptotic stability of this stationary point depends on the choice of the \( \phi \) functions in relation to the distribution of the sources. The asymptotic theory shows that the local stability is guaranteed provided that the stability condition:

\[ \kappa_i + \kappa_j > 0 \quad \text{for} \quad 1 \leq i, j \leq n \]  

holds. We have defined the following moments:

\[ \kappa_i \overset{\text{def}}{=} E[\phi_i(s_i^2) - s_i \phi_i(s_i)] \]  

(13)

and we note that for cubic functions: \( \phi_i(y) = y^3 \), the moment \( \kappa_i \) is (the opposite of) the \( i \)-th order cumulant of the \( i \)-th source (recall that source signals are normalized to \( E s_i^2 = 1 \)).

**Non symmetric forms.** A different class of \( H \) functions are obtained from statistical considerations. Assume that the \( i \)-th source signal is i.i.d. with a differentiable probability density function \( p_i \), and define the "score function" \( \psi_i = \partial p_i / \partial p_i \). Then the maximum likelihood estimate of \( A \) is such that eq. (5) is satisfied with \( H \) defined as

\[ [H(y)]_{ij} = \psi_i(y_{ij}) y_{ij} - \delta_{ij} \quad 1 \leq i, j \leq n \]  

(14)

Because of the optimality properties of maximum likelihood estimation, a very good behavior is expected from such a function if the model holds (i.e., signals with the assumed distributions).

A generalization of this form of \( H \) function is as above, by using other non-linear functions. See the excellent paper [6] for a thorough investigation of this class of \( H \) functions.

4. ASYMPTOTIC PERFORMANCE

To get a simple performance characterization, we consider an asymptotic analysis in the case of i.i.d. source signals. Since the proportion of the \( p \)-th signal contained in the estimate of the \( p \)-th signal is given by the \( (p, p) \)-th entry of the global system, the asymptotic performance in terms of source separation will be characterized by the asymptotic variance of the off-diagonal terms of the global system. We thus get pair-wise rejection rates which correspond to inter-symbol interference (ISI) in the terminology of channel equalization.

Due to lack of space, we restrict ourselves to the case of identically distributed signals and identical non-linear functions: \( \phi_1 = \cdots = \phi_n = \phi \). The asymptotic performance will depend on an extra non-linear moment:

\[ \gamma \overset{\text{def}}{=} E[\phi^2(s)] - E^2[\phi(s)] \]  

(15)
where $s$ is any of the $s_i$’s. Note that $\gamma$ is positive by the Cauchy-Schwarz inequality because of the normalization convention $E[s_i^2] = 1$.

4.1. Performance of batch algorithms

Performance of off-line algorithms in terms of interference rejection are characterized by the index

$$\text{ISL}_{\text{pq}} = \lim_{T \to \infty} T E[|C_{\text{pq}}|^2] \quad \forall p \neq q.$$  \hspace{1cm} (16)

The asymptotic analysis yields:

$$\text{ISL} = \text{ISL}_{\text{pq}} = \frac{1}{4} + \frac{\gamma}{2\kappa}.$$  \hspace{1cm} (17)

The first term 1/4 may be shown to stem from the implicit decorrelation constraint. In fact, it may be shown [22] that any source separation technique requiring that the output is uncorrelated has its ISL lower bounded by this term. The second term depends on the distribution of the sources an may be minimized by an appropriate choice of of the nonlinear function $\phi$.

4.2. Performance of adaptive algorithms

Similarly, the asymptotic performance of an adaptive algorithm may be characterized by

$$\text{ISL}_{\text{pq}} = \lim_{\nu \to 0} \nu E_p[|C|^2] \quad \forall p \neq q.$$  \hspace{1cm} (18)

where $E_p$ means that the expectation is taken with the adaptation step kept fixed at value $\nu$ and where it is understood that expectation is taken after convergence'. The rejection rates are [21, 23]:

$$\text{ISL} = \text{ISL}_{\text{pq}} = \frac{1}{4} + \frac{\gamma}{2\kappa}.$$  \hspace{1cm} (19)

Again we have, as in the off-line case, the lower bound

$$\text{ISL} \geq \frac{\mu}{4}.$$  \hspace{1cm} (20)

We note that this bound is reached when $s = \pm 1$ with equal probability and $\phi$ is an odd function because then $\gamma = 0$. There is a slight difference between the asymptotic ISL in batch and off-line algorithms. This should be considered by keeping in mind that adaptive algorithms have to be optimized by balancing the ISL and the convergence speed.

5. CONCLUSION

We have tried to present the application of equivariance concepts to source separation in a unified manner for both adaptive and batch algorithms. We have not considered algorithm based on an estimating equation $EH(y) = 0$ because they are the simplest to analyze. In forthcoming work, we plan to include more general estimating equations that still yield equivariant estimates. Preliminary results are available in [22].
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