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Abstract—In distributed video coding, the reference frames are Wolf theorem for lossless compression [1] states that it is
used to generate a side information at the decoder in order to possible to encode correlated sources (let us call them X and

decode the Wyner-Ziv frame. The side information has a strong Y) in ndentlv an hem iointlv. whil hievin
impact on the coding efficiency of distributed video coding. The th) depe d? tg a 3 deﬁpie the b 10 ttt y d .e tic eving f
estimation of the side information becomes less effective when '€ Same raté bounds which can be aflained in the case o

the temporal distance between the neighboring reference frange Jjoint encoding and decoding. The WZ theorem [2] extends
increases, as well as, the sequence contains fast motion. In thighe Slepian-Wolf one to the case of lossy compression of X
paper, we propose a new method based on successive refinemenyhen Side Information (SI) Y is available at the decoder.

of the side information by adapting the search area after decoding Recently, practical implementations of DVC have been

the first DCT band. More specifically, different search areas . .
are initially set according to the temporal distance between the proposed in [3][4] based on these theoretical results. The

neighboring reference frames. Furthermore, the size of the seeh DISCOVER codec [5][6] is one of the most efficient and
area is adapted to the current motion after decoding the first DCT popular existing architectures, which is based on transfor
band by using partially decoded Wyner-Ziv frame. This adapted domain WZ coding. In DISCOVER codec, the images of the
search area is used in order to refine the side information after sequence are split into two sets of frames, the Key Frames

decoding each remaining DCT band. The experimental results .
show that the proposed technique allow an improvement in rate (KFs) and the WZ Frames (WZFs). The Group of Pictures

distortion performance that can reach 0.7 dB for GOP size of 8 (GOP) of sizen is defined as a set of frames consisting
compared to the method when a constant search area is used, andof one KF andn — 1 WZFs. The KFs are independently

a significant gain up to 3.23, with respect to DISCOVER codec. encoded and decoded using Intra coding techniques such as
The improvement in final side information up to 5.6 dB compared H.264/AVC Intra mode. The WZFs are encoded independently,

to constant search area. Moreover, the proposed method by g . - .
adaptive search area reduces significantly the time of the decodin transformed and quantized. The quantized symbols are fed in

process for all test sequences. a channel code to generate the parity bits. At the decoder, th
KFs are first decoded, and then used to generate the SlI, which
|. INTRODUCTION is an estimation of the WZF being decoded. The Motion-

Distributed Video Coding (DVC) is an emerging videdCompensated Temporal Interpolation (MCTI) [7] technigsie i
coding paradigm that consists in exploiting the similasti used in DISCOVER codec to estimate this Sl. Finally, the
among successive frames at the decoder side. In DVC, therity bits are used to correct the errors in the Sl, and destod
task of motion estimation and compensation is achieved \&ZF is obtained.
the decoder side, unlike conventional video coding statxdlar The performance gap between DVC and classical inter
such as ISO/IEC MPEG and ITU-T H.26x. This new schenmfeame coding has not closed as promised by the theoreti-
is well-suited for many emerging applications such as wireal results yet. It is in part due to the quality of the SlI,
less video surveillance, multimedia sensor networks, leése which has a strong impact on the final Rate-Distortion (RD)
PC cameras, and mobile cameras phones. These applicatiperformance. The quality of the Sl is not good when the
require a low complexity encoding, while possibly afforglin temporal distance between the neighboring reference fame
a high complexity decoding. Furthermore, the complexitly cancreases, or the sequence video contains fast motionrédeve
be flexibly distributed between the encoder and the decademiorks have been proposed in order to enhance the Sl. High-
DVC. order motion interpolation has been proposed [8] in order

DVC is based on two major information theoretic resultgp cope with object motion with non-zero acceleration. An
the Slepian-Wolf and Wyner-Ziv (WZ) theorems. The Slepiarapproach proposed by Aaron et al. [9] and by Ascenso



et al. [10] consists in sending a hash of the WZF being Fo
decoded to enhance the interpolation of the SI. Howevesgethe

techniques demand some additional data (the hash) to be sent

through the channel. Other techniques exist that can avoid
this overhead. They are based on the successive refinemept
of the SI. A solution proposed by J. Ascenso et al. [11] for

pixel domain DVC uses a motion compensated refinement of
the S| successively after each decoded bit plane, in order

to achieve a better reconstruction of the decoded WZF. dad

[12], the authors proposed a novel DVC successive refinemgpt1
approach to improve the motion compensation accuracy
the SI. This approach is based on the N-Queen sub-samplig
pattern. The authors in [13] proposed a solution for tramsfo , ,
domain DVC, which refines the Sl after the decoding of al) s
DCT bands in order to improve reconstruction. In VISNET 3 &
project [14], the refinement process of the Sl is carried ot 7
after decoding all DCT bands, and a deblocking filter is used. s
In [15][16], solutions are proposed for transform-domaM®

based on the successive refinement of the Sl after each decdde 2.

DCT band. Moreover, the refinement approach consists gtor
four modules: Suspicious Vector Detection, Refinement, élod
Selection, and Motion Compensation. .

In this paper, we propose a new approach in order 'l%_d
improve the Sl in transform-domain DVC using adaptivé|
search area. This solution is based on our previous work [1
which consists in progressively improving the Sl after ea@t
decoded DCT-band. In [16], a constant search area is u
to refine the Sl after each decoded DCT-band regardless
temporal distance between the neighboring reference fam

ter
er
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Fig. 1. Interpolation steps for a GOP size 4.
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Various4 x 4 quantization matrices corresponding to eight rate-
tion points. For each QI, the number of levels is giventfie 16 bands

ivided into WZFs and KFs. The latters are encoded

sing H.264/AVC Intra coding. Figure 1 shows all necessary

polations for a GOP size 4. For example, during the
polation of WZF F2, the forward and backward reference
es are KFs FO and F4. For the interpolation of F1, the

[Rierence frames are the KF FO and the previously decoded
F F2. Second, our previous method [16] is presented.

This method [16] achieves a significant gain for SeqUeNCRS nSCOVER codec

contain fast motion, as well as, for long duration GOPs. In

this paper, variable search areas are initially set acegrdi Theé WZF encoding and decoding procedures are detailed

to the temporal distance between the neighboring refereriggh
frames. We first start by generating an Initial Side Inforiorat
(INSI) by using the backward and forward reference frames,
similarly to the SlI generated in DISCOVER codec. The
decoder reconstructs a Partially Decoded Wyner-Ziv (PDW2Z)
frame by correcting the INSI with the parity bits of the first
DCT-band. Then, the PDWZ frame, along with the backward
and forward reference frames, is used to adapt the initéatbe
area. Furthermore, the adapted search area is used to tefine t
INSI. Finally, we correct this refined INSI with the parityt®i

of the next DCT-band by using the adaptive search area, and
we repeat the same procedure to decode all DCT-bands of the
current WZF.

This paper is structured as follows. First, the related werk
introduced in Section 2. The proposed approach by suceessiv
refinement of the S| using adaptive search area is descnibed i
Section 3. Experimental results are then shown in Section 4
in order to evaluate and compare the RD performance of the
proposed approach. Finally, conclusions and future woek ar e
presented in Section 5.

In this section, the related work is represented. First, the
DISCOVER codec is briefly represented. The video sequence

RELATED WORK

e following.

Wyner-Ziv encoder - At the encoder side, the WZF is
first transformed using &x 4 block-based DCT. The DCT
coefficients of the entire WZF are then organized in 16
bands, indicated by, with & € [1,16], according to their
position within the4 x 4 blocks. The DC coefficients are
placed in the first banél = 1, and the others coefficients
are grouped in the AC bands= 2,3, ...16.

Next, each DCT coefficients barig is uniformly quan-
tized with 2™+ levels. Figure 2 shows the number of lev-
els for each band for eight different rated =1, 2, ...8.

For a given band, the bits of the same significance are
grouped together in order to form the corresponding
bit plane, which is then independently encoded using a
rate-compatible Low-Density Parity Check Accumulate
(LDPCA) code. The parity information is then stored
in a buffer and progressively sent (upon request) to the
decoder, while the systematic bits are discarded.
Generation of side information - In the DISCOVER
scheme, the frame interpolation framework is composed
of four modules to obtain high quality Sl [7]: forward
motion estimation between the previous and next refer-
ence frames, bi-directional motion estimation to refine
the motion vectors, spatial smoothing of motion vectors
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Fig. 3. Overall structure of the proposed DVC codec.

in order to achieve higher motion field spatial coherencpixels in half-pixel accuracy. Otherwise (Eq. (1) is sa#idji
and finally bi-directional motion compensation. the motion vectorM'V for this block is only refined twice
o Wyner-Ziv decoder - A block-basedi x 4 integer DCT within a small search area; the first time, after the decoding
is carried out over the generated Sl in order to obtain tlod the first DCT band and the second time after the decoding
integer DCT coefficients, which can be seen as a noisy all DCT bands. It is important to note here that a constant
version of the WZF DCT coefficients. Then, the LDPCAsearch area of-16 pixels is used in this algorithm regardless
decoder corrects the bit errors in the DCT transformed She temporal distance between the previous and next referen
using the parity bits of WZF requested from the encodérames.
through the feedback channel. In this algorithm, a motion-compensated estimate is c@rrie
« Reconstruction and inverse transform - The recon- out by selecting the most similar block to the current block
struction corresponds to the inverse of the quantizatidrom three sources: bi-directional motion-compensategr-av
using the SI DCT coefficients and the decoded WZ DCage of the previous and next reference frames (BIMODE)
coefficients. After that, the inversex 4 DCT transform is selected if MAD,, — MAD,| < T;. Otherwise, the
is carried out, and the entire frame is restored in the pixptevious reference frame (BACKWARD MODE) is selected

domain. if MAD, < MAD,,. Otherwise, the next reference frame
_ ] (FORWARD MODE) is selected. MAP and MAD,, are the
B. Successive refinement of the SI [16] estimated mean absolute differences between the cur@sk bl

The motion vectors estimated by the MCTI technique fdin PDWZ) and the corresponding blocks in the previous and
certain blocks can be erroneous, especially in sequences deext reference frames respectively, dhidis a threshold.
taining high motion. For this reason, our algorithm [16] aim
at re-estimating suspect vectors after the decoding of each
DCT band. This algorithm consists in re-estimating themect ~ The block diagram of our proposed codec architecture is de-
suspected of being false. In order to identify these vectrspicted in Figure 3. It is based on the DISCOVER codec [5][6].
threshold T} is used. For a given block8(x 8 pixels), the The INSI is first computed by MCTI with spatial motion
Mean of Absolute Differences (MAD) is computed betweefmoothing exactly as in DISCOVER codec. The LDPC parity

Ill. PROPOSED METHOD

the PDWZ frame and the actual S| as follows: bits of the first band (DC band) are used in order to correct the
corresponding DCT coefficients in INSI; the obtained decode
MAD (actual SIPDWZ(MV)) < T;. 1) frame is denoted as Partially Decoded Wyner-Ziv (PDW2Z)

frame. Letd to be the distance between the previous and next
whereMV = (MV,, MV,) is the candidate motion vector.reference frames. For example, for a GOP size of 8,(KF

Even though, the block size i8 x 8 pixels, an extended WZF, WZF, WZF; WZF; WZF; WZFs WZF; KFy)), d
block of (8 + n) x (8 + n) pixels is considered when MAD equalss for WZF,, equalst for WZF, and WZF;, and equals
is computed. If Eg. (1) is not satisfied, the motion vectdr for WZF,, WZF;, WZF5, and WZF.. First, we have set an
is identified as a suspicious vector and will be further rénitial search area according to the distadcé search area of
estimated by applying two steps. The first one consists in l®A, = +80 pixels is initially set ifd equals8 (the temporal
estimating the motion vector within a constant search afeadistance between the current WZF and the previous (or next)
+16 pixels in two pixels accuracy. The second step consistsrieference frame id), a search area of RA= +56 pixels is
refining the obtained motion vector within a search area®f set if d equals4, and a search area of RA= £32 pixels is



PDWZ frame (11 points are selected) Extended block (8 + n) X (8 +n) - T2 = 5
e ~ T =3 | T =6 [T1:9[T1:12
n:O[n:4[n:O[n:4[ n=4 [ n=4
Stefan sequence
b b ° Proposed
° Ar (%) -51.65 | -62.67 | -50.29 | -59.89 -56.45 -53.01
Apsnr [dB] 2.86 3.39 2.77 3.23 3 2.78
° ° ° Complexity (%) 79 85 76 77 77 80
° Reference [16]
AR (%) -39.45 | -49.46 | -38.89 | -47.75 -45.22 -42.58
° ° ° Apsnr [dB] 2.17 2.63 2.12 2.54 2.38 2.22
block size = 24 pixels Complexiy (%0) 100 132 91 101 97 9
Foreman sequence
- / Proposed
AR (%) -64.42 | -71.51 | -61.24 | -67.87 -64.64 -62.35
Fig. 4. The selected points in PDWZ frame after decoding the BXST Apsnr [dB] 3.12 3.44 2.9 3.18 3 2.85
band. Complexity (%) 69 75 71 74 76 78
Reference [16]
AR (%) -59.96 | -67.84 | -58.03 | -64.63 | -61.87 -59.58
PDWZ frame (11 points are selected) Apsnr [dB] 2.9 3.27 2.74 3.04 2.87 2.74
- N Complexity (%) 75 89 71 78 76 77
Initial search area TABLE |
p’ RATE-DISTORTION PERFORMANCE GAIN AND DECODING TIME
N \ COMPLEXITY FOR StefanaND Foreman TOWARDS DISCOVERCODEC,
N 2 FOR DIFFERENT VALUES OFI} AND n.
- =" =
N Adapted search area
The obtained motion vectors is used to adapt the search area between the PDWZ frame
- ~ and previous (and next) reference frame. The adaptive lsearc

area is used to refine the suspected motion vectors along the
previous and next reference frames after each decoded DCT
band.

set if d equals2. Those large search areas are more efficientNote that the DCT coefficients bartgl is uniformly quan-
for high motion in the current GOP of the sequence. Howevdized with 22+ levels, M, decreases whehincreases (Figure
the computational complexity is significantly increasedttie 2)- We can see thal/,, becomes less effective after the three
case of slow motion in the current GOP, without enhancemdf#t DCT bands. For this reason, the Sl is refined after each
in the SI, compared to a small search area in this case. decoded DCT band ik < 4, and after two decoded DCT
Thus, an adaptive search area algorithm to the currdinds otherwise.
motion is necessary. For this re'asdlvi, points are .selected IV. EXPERIMENTAL RESULTS
in the PDWZ frame. TheséV points are chosen in a way
to recover all parts in the frame. Figure 4 shows= 11
selected points in the PDWZ frame. Those selected poi
represent the center of a large block »f pixels. These
blocks are used along the previous and next reference frar%
in order to adapt the search area. The matching between
PDWZ frame and the previous (and next) reference frame
carried out for those selected blocks in two pixels accuragy. Parameter tuning
The MAD is penalized (MADp) by the length of the motion 1o harametef; plays an important role in the proposed
vectorMV = (MV;, MV,) when the matching is carried outethog, which determines the time of the decoding process
as follows: and the achieved performance improvement. Moreover, the
size of the extended bloci8 + n) x (8 + n) can improve
MADp = MAD /(1 + penaltyx /MV2 + MV2).  (2) the performance, but a large extended block may increase the
’ time of the decoding process. F@i = oo, this means no
where penalty is set t0.008 if d = 4, to 0.012 if d = 2, block is considered as erroneous, in this case, it is eqval
and t00.02 if d = 1. This penalty allows to avoid the error ofto DISCOVER codec. In the case @ = 0, all blocks are
large search area when a selected block is into a homogeneawssidered as erroneous, and will be refined after each ddcod
region. DCT band. In the simulations, we have sBt = 5 after
The initial search area is adapted in the four directionseliminary tests. The paramet&h can improve a little bit
according to the obtained motion vectors. The maximums thfe RD performance.
the obtained motion vectors in the four directions are $etec In Table I, the RD performance of the proposed method and
to adapt the initial search area. Figure 5 shows how to atapt the reference [16] is shown for different valuesBf and n
search area from the obtained motion vectors. This algarittcompared to DISCOVER codec, using the Bjontegaard metric

Fig. 5. The obtained motion vectors are used to adapt thelseaga.

In order to evaluate the performance of the proposed
rﬂ“gethod, we performed extensive simulations, adopting the
same test conditions as described in DISCOVER [5][&,

sst video sequences are at QCIF spatial resolution and sam-
d at 15 frames/sec. The obtained results are compared to
the DISCOVER codec, and to our previous work [16].
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MCTI - PSNR - 18.13 dB

[16] - PSNR -

Fig. 6. Visual result comparisons between the Sl estimated 6y Mechnique (left), the final Sl estimated in [16] (centemd the final Sl estimated by
the proposed method (right) for frame number 95 of Foreman segquen

e

MCTI - PSNR - 17.15 dB [16] - PSNR - 20.14 dB Proposed — PSNR - 25.40 dB

Fig. 7. Visual result comparisons between the Sl estimated 6y Mechnique (left), the final SI estimated in [16] (centemd the final Sl estimated by
the proposed method (right) for frame number 115 of Stefan segue

[17] for a GOP size of 8. In this table, the percentage of thecoding all DCT bands, and the final S| estimated by the

decoding time complexity compared to DISCOVER codec groposed method respectively, for frame number 95 of Fore-

also shown. The complexity is computed as follows: man and frame number 115 of Stafan, for a GOP equals 8.
The SI frame obtained by MCTI contain block artifacts. On

(3) the contrary, the Sl frames obtained by [16] and the proposed
method are better.

Decoding time obtained
Decoding time of DISCOVER

It is clear that forl; = 3 andn = 4, the proposed method
and the reference [16] achieve the best RD performance .
For Stefan, the proposed method can reduce the time of th(l: or Foreman (Figure 6), the proposed method aIIov_vs an
decoding process bi5% compared to DISCOVER codec forlmprovement up to 11 dB compared to MCTI technqu_Je,
these values. On the contrary, the time of decoding proc d an |mproyement up to 2'.76 dB compared to the final
is increased bya2% for the reference[16], due to the high | estimated in [16]. For the final decoded WZFs of these

motion in this sequence. As we can see, the proposed metl% rames, the proposed method _ach|eves agann up to 2 dB
reduces the time of the decoding process for all values, of compared to DISCOVER codec, with less requested bits, down

due to well adapted the search area to the motion. from 46.39 Kbits to 36.22 Kbits, and a gain up 0.67 dB

In the case of Foreman sequence, the reference [16] achi og‘npared to [16], with less requested bits, down from 40.30

a significant gain compared to DISCOVER codec, and the ti Its t0 36.22 Kbits.

of the decoding process is reduced. On the other hand, in

the proposed method, the gain becomes more effective angtor Stefan (Figure 7), the final Sl obtained by the proposed
the time of the decoding process is more reduced. In theethod allows a gain up to 8.25 dB compared to MCTI
simulations, we have séf; = 6 andn = 4 due to the high technique, and an improvement up to 5.26 dB compared
performance and low computational load achieved for thepes]. For the final decoded WZFs of these Sl frames, the

Complexity (%)= 100 x

values. proposed method achieves a gain up to 2.41 dB compared
to DISCOVER codec, with less requested bits, down from
B. SI performance assessment 61.75 Kbits to 47.93 Kbits, and a gain up 2.12 dB compared

Figures 6 and 7 show the visual results of the S| estimatem [16], with less requested bits, down from 59.75 Kbits to
by MCTI (DISCOVER), the final Sl estimated by [16] after47.93 Kbits.



Stefan Bus
Ref. [16] | Proposed| Ref. [16] [ Proposed
GOP size = 2
AR (%) -16.73 -20.58 -7.54 -7.85
Apsnr [dB] 1 ‘ 1.23 ‘ 0.41 ‘ 0.42
GOP size = 4
AR (%) -36.24 -45.48 -22.69 -22.49
Apsnr [dB] 1.98 ‘ 2.52 ‘ 1.13 ‘ 1.14
GOP size = 8
AR (%) 4775 ‘ 66.38 346 ‘ -38.79 [1]
Apsnr [dB] 2.54 3.23 1.66 1.87
Foreman Soccer
GOP size = 2 [2]
Ar (%) -19.85 -20.23 -21.41 -22.66
Apsig [dB] 1.08 ‘ 11 ‘ 1.06 ‘ 112
GOP size = 4
Ar (%) 4457 ‘ -6.63 32.69 ‘ -35.07 (3]
Apsnr [dB] 2.21 231 1.62 1.76
GOP size = 8
Ar (%) 6463 ‘ 67.87 ‘ 39.25 ‘ 4323 [4]
Apsnr [dB] 3.04 3.19 1.89 2.09
TABLE I [5]

RATE-DISTORTION PERFORMANCE GAIN FOFStefan Bus Foreman AND
SOCCErsEQUENCES TOWARDDISCOVERCODEC, USING BJONTEGAARD
METRIC [17].

(6]
(7]

C. Rate-Distortion performance 8]

The RD performance of the proposed method is shown for
the Stefan, Bus, Foreman, and Soccer sequences in Tabile 114
comparison to the DISCOVER codec, using the Bjontegaard
metric [17] for different GOP sizes (2, 4 and 8). The fir
column represents the performance of the our previous work
[16], i.e, a constant search area afl6 pixels is used
regardless the distance between the reference framesléais
that our proposed method achieves a significant gain compare
to DISCOVER codec, especially for sequences contain hi?h
motion such as Stefan and Foreman sequences. 12]

For Stefan sequence for a GOP size of 8, the approach in
[16] can achieve a gain up 2.54 dB with a rate reduction ups]
to 47.75 % compared to DISCOVER codec. Furthermore, the
proposed method allows a significant gain up to 3.23 dB with
a rate reduction of 66.38 %. For other sequences, the prdpoEé]
method achieves a little improvement compared to [16], when
the time of the deocidng process is reduced even for segsience

(11]

the decoding process is significantly reduced by using agapt
search area

Future work will be focusing on further improvement of the
side information in order to achieve a better RD performance

REFERENCES

J. Slepian and J. Wolf, “Noiseless coding of correlate¢bimation
sources,|EEE Transactions on Information Theomol. IT-19, pp. 471—
480, Jul. 1973.

A. Wyner and J. Ziv, “The rate-distortion function for wme coding
with side information at the decodelZEE Transactions on Information
Theory vol. 22, pp. 1-10, Jul. 1976.

R. Puri and K. Ramchandran, “PRISM: A video coding arottitee
based on distributed compression principldsECS Department, Uni-
versity of California, Berkeley, Tech. Rep. UCB/ERL MQ2603.

B. Girod, A. Aaron, S. Rane, and D. Rebello-Monedero, stfibuted
video coding,”Proceedings of the IEEEvol. 93, pp. 71-83, Jan. 2005.
X. Artigas, J. Ascenso, M. Dalai, S. Klomp, D. Kubasov, aiduaret,
“The DISCOVER codec: Architecture, techniques and evauodtin
Proc. of Picture Coding Symposiurisboa, Portugal, Oct. 2007.
“Discover project,” http://www.discoverdvc.org/.

C. Brites, J. Ascenso, and F. Pereira, “Improving transfalomain
Wyner-Ziv video coding performance,” ifProceedings of IEEE In-
ternational Conference on Acoustics, Speech and SignateBsing
(ICASSP) vol. 2, May 2006, pp. 525-528.

G. Petrazzuoli, M. Cagnazzo, and B. Pesquet-Popesdgh“brder mo-
tion interpolation for side information improvement in DVCii IEEE
International Conference on Acoustics Speech and Signate3sing
(ICASSP) Jun. 2010, pp. 2342 — 2345.

A. Aaron, S. Rane, and B. Girod, “Wyner-Ziv video codingtiivhash-
based motion compensation at the receiverPiac. Int. Conf. on Image
Processingvol. 05, Singapore, Oct. 2004, pp. 3097-3100.

0] J. Ascenso and F. Pereira, “Adaptive hash-based sideniation ex-

ploitation for efficient Wyner-Ziv video coding,” ifProc. Int. Conf. on
Image Processingvol. 03, San Antonio, Oct. 2007, pp. 29-32.

J. Ascenso, C. Brites, and F. Pereira, “Motion compeatsatfinement
for low complexity pixel based distributed video coding,"Rmoceedings
of the IEEE international conference on Advanced Video aigthe®
Based SurveillangeSep. 2005, pp. 593 — 598.

X. Fan, O. Au, N. Cheung, Y. Chen, and J. Zhou, “Successéfine-
ment based Wyner-Ziv video compressiogjgnal Processing: Image
Communicationvol. 25, pp. 47-63, Jan. 2010.

S. Ye, M. Ouaret, F. Dufaux, and T. Ebrahimi, “Improvedesiihfor-
mation generation for distributed video coding by explgjtispatial
and temporal correlations EURASIP Journal on Image and Video
Processingvol. 2009, p. 15 pages, 2009.

J. Ascenso, C. Brites, F. Dufaux, A. Fernando, T. EbrahF. Pareira,
and S. Tubaro, “The VISNET Il DVC Codec: Architecture, Tools
and Performance,” irProc. of the 18th European Signal Processing
Conference (EUSIPCQR010.

contain slow motion because the search area is adapted tol[the A. Abou-Elailah, F. Dufaux, M. Cagnazzo, B. Pesquep&stu, and

current motion in the sequence.

V. CONCLUSION
Successive refinement of the side information using &)

J. Farah, “Successive refinement of motion compensated itadmpo

for transform-domain distributed video coding,” i®th European Sig-
nam Processing Conference (EUSIPC@®prcelona, Spain, 2011, pp.
11 - 15.

A. Abou-Elailah, J. Farah, M. Cagnazzo, B. PesquetedBop, and

F. Dufaux, “Improved side information for distributed videoding,”

adaptive search area was proposed in this paper, based on thein 3nd European Workshop on Visual Information Processing\(ER),

successive decoding of the DCT bands. The partially decoded
frame after decoding the first DCT band is used to adapt tHél
initial search area. The adaptive search area is used im orde
to progressively refine the Sl, along the previous and next
reference frames, after each decoded DCT band.
Experimental results showed that our proposed method can
achieve a gain in RD performance up to 0.7 dB for a GOP size
of 8 compared to [16], and 3.23 dB compared to DISCOVER
codec, especially when the video sequence contains high
motion. The proposed method allows an improvement up to
5.6 dB in the final SI compared to [16]. Moreover, the time of

Paris, France, Jul. 2011, pp. 42 — 49.
G. Bjontegaard, “Calculation of average PSNR diffeenbetween RD-
curves,” inVCEG Meeting Austin, USA, Apr. 2001.



