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Introduction

o Classification objectives
e identification of the different classes in the image

e preliminary step of pattern recognition methods (object detection)

o Hypotheses
e grey-level images
e classes = peaks in the histogram
e low grey-level variations in the same class
e punctual classification : each pixel is classified separatly

e supervised learning : samples of each class are available

o Possible extensions
e multi-channel images

e contextual classification : markovian framework
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Image modeling

o Probabilistic model

V/

S set of sites (pixels = localization (7,7) in the image)

grey-level ys € {0,...,255} = F — class zs € {1,...., K} = A
3 3
Y, random variable of grey-level X random variable of label



Example : brain image
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Mono-spectral case (grey-level image)(1)

o Maximum A Posteriori criterion
you know a grey-level y, for pixel s
= take the “best” class xs; knowing

= find the ¢ which maximizes P(X; =i|Ys = y,) Vi € A

o Can we compute P(X, =1i|Y; = y,)?
Bayes rule

P(Y, = ys|Xs = i)P(X, = i)

X = argmaz;cqr,. xkyP(Ys = ys|Xs = 1) P(X, = 1)



Mono-spectral case (grey-level image) (2)

P(Y, = ys|Xs = i)P(X, = 9)

o Example of brain image

A ={0=0;1= skin;2 = bone;3 = GrayMatter;4 = WhileMatter;5 = LCR}
e P(X, = 1) = apparition probability of class i

o P(Y, = ys|Xs = 1) = grey-level distribution knowing that the pixels belong

to class 12
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Mono-spectral case (grey-level image) (3)

o Learning of P(X, =1)

e frequencies of apparition for each class

e 1o knowledge : uniform distribution (P(Xs =1) = m) = Maximum

Likelihood criterion

o Learning of P(Y; = ys| X, = 1)

grey-level histogram for class 7

P[X5= ::-'; L 5= ”
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Example (brain image)
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Mono-spectral case (grey-level image) (4)

o Supervised learning

e samples selection in an image

e histogram computation : = 1342527

e histogram filtering = b _ ;

o Parametric case

If there exists a parametric model for the grey-level distribution, compute the

model parameters !

Ex :
e (Gaussian distribution :

e Gamma distribution :
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Mono-spectral case (grey-level image) (5)

o Case of a Gaussian distribution

each class i € A is characterized by (u;, 0;)

e the is :
. 1 (ys — 1:)?
(¥, =l Xo = ) = o exp(— L)
o if

(ys — 11i)?
2

20;

P(Ys|Xs =1i) maximum < + In(o;) minimum

o if

P(Y,|X, =1) mazimum < (ys — ;)  minimum
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Multi-spectral case

o Vectorial observations
¥s € 10, ...,255}4
)

Xs

o Bayes rule

P(X, =i|lYs =7,) =
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Multi-spectral case

o Multi-variate Gaussian distribution

each class i € A is characterized by (fi;, ;) (mean vector and

variance-covariance matrix)

e the 1S :

1 1

P(Y, = 7| X, = i) = exp(—= (s — )% (Vs — T
( Ys| ) \/27rd\/det(§]z-) p(—5 @ — 1) (s — 1))

o if

PY,| X, =1i) mazimum < (T; — 15)' S N¥s — ;)  minimum

= linear classifier
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Contextual / punctual classification

o Global classification
y = {ys}ses (observed image), Y = {Y;}scs (random field)
x = {xs}scs (searched classification), X = { X }scs (random field)

PlY =yl X =2)P(X = x)
PY =y)

P X =zx|Y =y) =

o Independance assumption for P(Y = y|X = x)

P(Y:y‘X:x):HP(Y8:y8|X3:JJS)
seS

o Independance assumption for P(X = z)

P(X =z)=]] P(Xs =)
s€S
= P(X =z2|Y =y) o< [[,cg P(Ys = 45| Xs)P(Xs = z5) = punctual classif.!
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Contextual / punctual classification

o Prior knowledge on P(X)

e independence assumption not verified in practice: images are with

(image description = smooth areas)

e BUT the coherency is at a = introduction of

Markov random fields = smoothness of the solution, local spatial coherency in
the result !
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Unsupervised case

o Bayesian case with gaussian distribution and same std

P(Y,| X, =1) mazimum < |lys — wil|* minimum

o Unsupervised classification

t; unknown =
e classify the pixels using some initial !
e compute new p} with the empirical mean of the classified pixels
e iterate until no modification in p?

=kind of bayesian classification with changing means
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Unsupervised case

o K-means algorithm
e choose uY, 19, ..., %
At iteration k:
e Vse€ S I, =argminicnl|lys — pu¥||?
o Vie {l,.. K} ™ = iy e tmi T

o if ¥ # ,ufﬂ iterate

o Drawbacks
e no proof of convergence to the optimal solution

e influence of the initial means
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Unsupervised case

o K-means algorithm for grey-level images

in 1D, everything can be done with the histogram!

fn frequency of grey-level n in the image

Ex for 2 classes:

initial values of the centers m? = 10 ; m9 = 120

initial classification: thresholding with ¢ = 65 (histogram)

computation of new means :

e multi-channels : in nD, high cost of storage = updating of a classified image

e Application to high dimensionnal space : reduction with ACP
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in image

Bra

25



SAR image
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Imagerie radar

27



.21

{10es5)
O, 8

o.40

ODccurences

Histogramme

i Ca
-
2 classes
i | .
[ I | |
(&) S0 100 1850 200 2E0

Parametre

27-1

n.oi

O.40 O.a0

Occurences (10ed)

Histogramnme

Parametre

- -
i 2
2 classes
I ] I |
[v] 80 100 1850 200 =250



i

Occurences {(10ed)
0. 40 0.80

0,20

- 00

Histogramnme

C..‘ ct
] 3 classes
*_l
2 4
| | | | |
[a] 850 1 150 200 280

Parametre

27-2

e R s & T

(10e5)

Jocurences

0.20

g1

o.co

.40

. Dt

Histogramme

&y

3 classes

r

LOO 150
Parametre

I



.81

(10e5)
c.a0

Occurences
0. di)

0.20

o0

Histogramme

Parametre

*F1 Ci CJ F@
P
| S
NN
NN
NN
NG 4 ¢lasses
\
1 | | [
| AN
s . N
e '\.
of i y
“ N \x
1 1 il i |
o 50 100 150 200

200

27-3

Ocgurences (10eS5)
0. 40 L

0.20

oo

Histogramme

_—— | |- - -

3 4

4 classes

— L —

1 ! I |

S50 100 1860 200 %ﬂlﬂ
Parametre



