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An Unbiased Risk Estimator for Image Denoising
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Abstract— The behavior and performance of denoising algo-
rithms are governed by one or several parameters, whose optimal
settings depend on the content of the processed image and
the characteristics of the noise, and are generally designed to
minimize the mean squared error (MSE) between the denoised
image returned by the algorithm and a virtual ground truth.
In this paper, we introduce a new Poisson—-Gaussian unbiased
risk estimator (PG-URE) of the MSE applicable to a mixed
Poisson—-Gaussian noise model that unifies the widely used
Gaussian and Poisson noise models in fluorescence bioimaging
applications. We propose a stochastic methodology to evalu-
ate this estimator in the case when little is known about
the internal machinery of the considered denoising algorithm,
and we analyze both theoretically and empirically the char-
acteristics of the PG-URE estimator. Finally, we evaluate the
PG-URE-driven parametrization for three standard denoising
algorithms, with and without variance stabilizing transforms, and
different characteristics of the Poisson—-Gaussian noise mixture.

Index Terms—Denoising, Stein’s unbiased risk estimate
(SURE), MSE estimation, mixed Poisson—Gaussian noise, Monte
Carlo methods, fluorescence microscopy, bioimaging, PG-URE.

I. INTRODUCTION
A. Denoising Background

Image denoising is one of the most studied problem in
image processing. Many algorithms have been developed to
tackle this issue, with various characteristics in terms of
denoising efficiency, applicability to different types of images
and noise models, and running time. Among this large col-
lection of available methods, we can single out the very
classical ones: wavelet soft-thresholding [1], which has a low
algorithmic complexity and can be applied quickly even on
large 2D or 3D signals; total-variation (TV) based methods
[2], which are very efficient in removing noise while pre-
serving sharp edges in cartoon-like images; non-local means
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Notation Definition

N Number of pixels of the considered images.

k'™ component of a rasterized image x or a

- function f returning an image.

1 Flat image with all pixels equal to 1.

k'™ image of the canonical basis: all pixels are

ek 0, except the k"™ one which is set to 1.

Component-wise product between two images

u X v
u and v.

Partial derivative of the k™" component of an
(y) image-valued function f along the I*® compo-
nent of the input.

ofi
8yl

Image-valued object for Vghich the value of
each pixel k is equal to gyi’;; (y). For p = 1,

the superscript is implicit.

" f (v)

Image-valued object for which the value of
each pixel k is equal to fi (y — Cex) (with ¢
a scalar parameter).

()

Expected value and variance of a random vari-
able. In this paper, the ground truth signals
are considered to be deterministic, therefore
the only sources of randomness come from the
noise and the numerically generated random
vectors 6 (in Sec. IIT).

E{}
Var {-}

Fig. 1. Common notations used in the paper. Bold font is used to denote
images and image-valued functions.

(NLM) [3], which exploits patch similarities that exist in
natural images and is very powerful in presence of textured
content. Most of the state-of-the-art denoising algorithms
[4], [5] consist in refinements of and crossings between these
classical ones: for instance, BM3D [5] consists in looking
for image patches that present similarities (as in [3]), and
then applying a thresholding operation on group of similar
patches (in the manner of [1]). One can refer to [6] for a
more comprehensive overview of filtering methods applied to
the denoising problem.

All these algorithms have one or several parameters, whose
optimal values are almost always dependent on the data being
processed. More precisely, if y is the noisy image being
observed, f, a denoising algorithm depending on a set of
parameters 6, and X = f, (y) the denoised image returned
by the algorithm, it is often desirable to select & such that it
optimizes a similarity criteria between X and a ground truth
noise-free image x. In this paper, we will focus on the mean
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squared error (MSE) criteria:’

1
MSE = | 5 ) —x|3 (1

where ||-||, is the />-norm applied on vectorized images (see
Fig. 1 for details on notations).

However, except in special contexts such as simulation when
the ground truth x is known, the MSE (1) is impossible to
evaluate directly and cannot be used as an objective criteria to
optimize the parameters 6 of the f, algorithm. The unbiased
risk estimator tools, among which SURE [8], [9] is a well-
known representative, aim at tackling this issue.

B. SURE and Parameter Estimation

Stein’s unbiased risk estimator (SURE) [8] is a well-
known tool in the statistics field, that has recently received
a growing interest from the image processing community (see
for instance [9], [10], and [11]).

The SURE estimator is built upon the hypothesis that the
ground truth x is corrupted by a white additive Gaussian
noise b:

y=x+b with b~N(0,5°1d) )

where y is the observed noisy image, and where the standard
deviation parameter o is assumed to be known. From this
noise model, and given a denoising function? f, a similarity
criteria SURE is defined as:

SURE — 2_ 52 2C’2D' 3
—NHf(.)’)_)’Hz_O' +7 ivf(y) Q)

where Div f (y) = >, % (y) stands for the divergence of
the function f.

In [8], the author showed that, up to some technical points,3
MSE and SURE have equal expected values over all the
realizations of the random variable b: E {MSE} = E {SURE}.
This means that, in practice, SURE is an estimator of the
MSE similarity criteria, and can be taken as a surrogate.
The empirical equality SURE ~ MSE has been confirmed
in various particular situations: see for instance [12] and [11].

A significant difference between MSE and SURE is that
the latter does not depend on the ground truth x. As x is
generally not available in real-life problems, this property
dramatically increases the interest of SURE over MSE in prac-
tical applications. For instance, if 61, . .., O are K admissible
parameter values for a denoising algorithm fy, it is possible to
select a “best-performing” value G+ as the one that minimizes
SURE (6k). Such selection is data-adaptive (it depends on y),

ISeveral image similarity criteria exist (see for instance [7]), but an
exhaustive comparison and discussion of their respective qualities is beyond
the scope of this paper. The MSE is not the best one in terms of correlation
to the human perception system, but its mathematical tractability makes it a
valuable tool in image processing.

ZFrom now on, we will drop the subscript € from f, for the sake of
readability, when no ambiguity is possible.

3For the following result to hold, f must be weakly differentiable, and
its partial derivatives must fulfil E {Zk ‘% ( y)‘} < 4o00. These technical
conditions will always be assumed to be true, as well as all other requirements
on the regularity of f that could be encountered in the paper. Please note
however that some realistic denoising functions f may not be even weak-
differentiable: for instance, wavelet hard-thresholding is not.
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and objective (it does not rely on human expert evaluation),
opening the way to automated parameter estimation.

C. Paper Outline

The paper is built around the resolution of two issues that
restrict in practice the use of SURE for automatic parameter
tuning. First, SURE relies on the hypothesis of additive white
Gaussian noise (2), which may not account for situations
encountered in bio-imaging applications: for example, in this
case, noise intensity may not be uniform in the whole image as
assumed in (2), but rather depend on the presence of biological
objects, and more generally on the value on the underlying
signal (see [13] and [14]). The extension of SURE to a more
realistic mixed Poisson-Gaussian noise model is thus proposed
in Sec. II, extending the work in [15].

The second limitation comes from the divergence term that
appears in the expression of the SURE estimator (3). More
precisely, the evaluation of the partial derivatives % (y) is not
a trivial task when the denoising algorithm f is not defined by
a closed-form expression: such situations include variational-
based algorithms (e.g. total variation minimization [2]) and
diffusion methods (e.g. anisotropic diffusion [16]). To tackle
this issue, a methodology based on the introduction of small
stochastic perturbations to y (similar to the one introduced
by [12]) is proposed in Sec. IIL.

A numerical validation of the proposed framework is pre-
sented in Sec. IV, along with several practical examples of
parameter estimation.

II. MIXED POISSON—GAUSSIAN NOISE MODEL
A. Generalized Unbiased Risk Estimators

The original SURE estimator [8] (3) was designed around
the Gaussian noise hypothesis (2). Other types of unbiased risk
estimators have been derived since to handle different noise
models. It is worth noting that unbiased risk estimators can be
refined to account for several phenomena that affect the image
formation, beyond simple noise: see for instance [17]-[20] and
references therein for applications of SURE-like estimators to
deconvolution problems. An exhaustive review of the existing
unbiased risk estimators applied to image restoration problems
is beyond the scope of this paper, and we focus in this
work just on pure denoising problems involving noise models
encountered in microscopy imaging applications.

B. Poisson Noise and Associated PURE Estimator

A usual noise model in bioimaging is the Poisson model,
which is quite common in low-light fluorescence microscopy
imaging, and more generally in imaging modalities that oper-
ate in low-signal conditions (see for instance [13] and [14]). In
this model, each observed pixel value y; is assumed to be the
result of a Poisson random process of intensity x;, independent
of the other pixels y;. Formally:

y~Px) “)

A qualitative property of Poisson images is that the noise
variance is signal dependent, and increases with the underlying
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intensity of the signal. This behavior is fundamentally different
from what is modeled with the additive white Gaussian noise
hypothesis (2), for which the noise intensity is uniform and
independent of the value of the ground truth signal.

A Poisson unbiased risk estimator (PURE) of the MSE
similarity criteria has been derived in [21] for the Poisson
noise model (4):

PURE= - (If I+ Iy13-2(s |/ )~ a1) )

where (-|-) stands for the usual inner product between vector-
ized images, and where the image-valued function fI=! (y) is
defined in Fig. 1. For smooth functions f, a first-order Taylor
approximation fI=1 (y) ~ f (y) — 8f (y) can be considered
to simplify (5) into:

1
PURE = — (ILf () = ¥I3 +2 (513f () = (1ly)) ()

The terms (y|f[*1] (y)) in (5) and (y|df (y)) in (6) play
roles similar to the divergence term in SURE (3), in that they
probe how small modifications of the observed image y impact
the output of the denoising algorithm f. Their evaluation are
subject to technical difficulties similar to those mentioned in
Sec. I-C for SURE.

C. Mixed Poisson—-Gaussian Noise

The Gaussian and Poisson noise models (2) and (4) do not
individually account for the various phenomena involved with
real image acquisition processes in fluorescence microscopy.
Therefore, in the following, we consider a mixed Poisson-
Gaussian (MPG) noise model, similar to the ones proposed
in [13] and [22], [23], [24]:

ZNP(f)
y={(z+b with ¢
b~ N (0,071)

)

where z and b are two independent random variables, follow-
ing respectively a Poisson and a Gaussian distribution. This
noise model introduces two numerical parameters:

e 0 > 0 is the standard deviation of b; the higher this
parameter, the more the model (7) behaves like a pure
Gaussian noise model.

e ¢ >0 is the gain of the acquisition process;* the higher
this parameter, the more Poisson-like is the behavior of
the noise in (7).

It can be noted that the proposed MPG noise model (7)
encompasses the classical Gaussian and Poisson noise models:
setting ¢ = 0 and ¢ > O corresponds to the Gaussian noise
model (2), while ¢ = 1 and ¢ = 0 leads to the Poisson noise
model (4).

In what follows, we will always assume that the values
of the noise parameters ¢ and ¢ are known. However, it is
worth noting that estimating these parameters from a given

4By convention, when ¢ = 0, the MPG model must be understood as
y = x + b (i.e. pure Gaussian noise (2)). This extension is motivated by

the fact that the random variable ¢z with z ~ P f converges in law to x
(deterministic value) when ¢ — 0.
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= Increasing Gaussian behavior

o=0

Increasing Poisson behavior $é————————
10— 1

Fig. 2. Example of Shepp-Logan images y corrupted with the mixed
Poisson-Gaussian noise model (7), for different values of the two parameters
o and ¢. For ¢ =0 and ¢ = 0 (upper left), the image is identical to the the
ground truth x (i.e. the original Shepp-Logan image).

noisy observation y is not trivial. In particular, as noticed in
[24] and [25], the cumulant based approach advised in [26]
leads to unreliable estimates of the gain parameter ¢. This is
due to the fact that this approach makes use of high-order
empirical moments (order > 3) evaluated on the noisy signal,
which leads to numerical instability. As an alternative, [24]
proposes an expectation-maximization approach to address this
parameter estimation issue, which provides more stable and
reliable estimates.

D. Unbiased Risk Estimator for the MPG Model
Extending the pioneer work in [15], we derive the Poisson-

Gaussian unbiased risk estimator (PG-URE) of the MSE for
the MPG model (7):

PG-URE = %(llf W2 + 1912 =2y £ )

+20°Div f= (») ¢ () =o® B

where the notation f1=¢1( y) is defined in Fig. 1. The deriva-
tion of (8) and the proof that E {PG-URE} = E {MSE} are
given in appendix A, along with the technical conditions
required on f for this result to hold. As for the Poisson model,
if f1=¢1(y) is replaced by its first-order Taylor expansion
Sy ~ f(y) — ¢af (y), this leads to the following
simplified expression of the PG-URE estimator:

PG-URE = - (If )~ 313 +2{¢3 + 07137 )
207 (12 ) - c ) -0*  ©

It should be noted that this simplified expression (9) of
PG-URE may significantly deviate from (8) in the case of
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large values of the gain parameter (, due to the Taylor
approximation fI=¢!(y) ~ f(y) — ¢af (y). However, the
numerical results presented in Sec. IV show that this deviation
has no consequence in the range of gain values encountered
in practice.

It can be verified that the expressions (8)-(9) of the PG-URE
estimator are consistent with SURE (3) and PURE (5)-(6) for
the special values of the parameters ¢ and ¢ mentioned in
Sec. II-C. They are also consistent with the unbiased risk
estimator derived in [15] for a simpler mixed Poisson-Gaussian
noise model that does not integrate a gain parameter (.

Again, evaluation of the terms involving f1=¢1, 8f or 3 f
in (8)-(9) raises some technical difficulties: in the next section,
we propose a non-deterministic method to handle them.

III. STOCHASTIC EVALUATION OF THE
PO1SSON—GAUSSTIAN UNBIASED RISK ESTIMATOR

A. Why is a Deterministic Evaluation of PG-URE Impossible?

The expressions (8) and (9) define unbiased risk esti-
mator of the MSE (1) under a mixed Poisson-Gaussian
noise model hypothesis (7). These expressions do not involve
non-accessible entities such as the ground truth x, making
their numerical evaluation conceivable in practical settings.
However, the terms involving f =¢1 9f or 3% f may not be
directly computable, as explained below.

For instance, let us assume that the denoising algorithm
f is modeled as a black-box process, meaning that we do
not make any assumption on how f works internally, and
therefore that the only available “action” with f is to submit
an input y and to retrieve an output f (y). Then, due to its
definition, a direct evaluation of fI=¢!(y) would require to
run f on N perturbed versions of the input y: (y — Cex) for
k = 1to N. As N represents the number of pixels in the
input image, such direct evaluation would be computationally
irrealistic even with images of reasonable size. The same
argument holds for the terms 8f and 8% f, that could be
approximated through finite differences: for instance, the first
order difference %( fe (y +€ex) — fi (y)) for some small
scalar parameter € would provide a good approximation of the
k™ component of 3f (y), but computing all the components
of this term through this scheme would require to evaluate
f (y +¢€ey) for k =1 to N, which is again irrealistic.

The method developed in the following sections bypasses
these problems, thanks to a stochastic scheme to evaluate
the Taylor-expanded PG-URE estimator (9) in the context
of the black-box denoising process mentioned above. One
key advantage of this method is that the required number
of evaluations of f — i.e. the significant factor in terms of
computation time — is small and does not depend on N.

B. Evaluation of the First-Order Derivative Term

We first focus on the term involving the first-order partial
derivatives of f in (9), namely (¢y + o 21|af (y)). The idea
of the proposed method, which is a direct extension of the
Monte-Carlo SURE approach proposed in [12], is to probe
the behavior of f when applied on slightly modified versions
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of y, which are obtained by adding some well-chosen random
perturbations to y.

Let us introduce a few notations: in what follows, € > 0 is
a scalar parameter whose value is ideally as small as possible,
& is a random perturbation vector generated according to a
probability distribution to be specified, and (u|df (y)) is the
quantity to evaluate.’ Then, assuming that f is continuously
differentiable, we have:

Fy+ed) = f(y)+ezézg—£(y)+er(e) (10)
l

where r (€) is some remainder that tends to O when € — 0.
From this Taylor expansion, it results that:

<3 ‘f(y+68)—f(y)>
XU B

. Ofk
lim = Zukakaza—yl (y) (D
k,l
where each summation index k and / visits every components
of the involved vectors.
Now, let us assume the following properties on the proba-
bility distribution of the random perturbation §:

« the components ¢ of § are independent,
o each J; has an expected value of 0 and a variance equal
to 1.

Then, by considering the expected value® over the random
variable § on both sides of the equality (11), we obtain:

6 _
Ea{gligb<a xu‘f(y+€€) f(”>]zzkluk%(y) (12)

Finally, up to some technical hypothesis (see [12] for more
details) which are also important to derive the empirical
formula (14), the expectation and the limit in (12) can be
switched, leading to the final expression:

lim {<8 N u}f(erei) - f

Equation (13) shows that, by taking a parameter ¢
sufficiently small, the value (u|df (y)) can be approx-
imated by the expected value of the random variable
é (6 x ulf (y +€8) — f (y)). Moreover, as observed in [12],
one realization of this random variable is likely to be sufficient
to reach a reliable estimate of the expected value in the case
of image processing applications (this point will be detailed
in Sec. III-E). Therefore, we obtain the following empirical
estimation formula for (u|df (y)):

>] = (uldf (y)) (13)

1
@laf (y)) = ;(6 xu|f(y+ed)—f(y) (14

SHere, u = Cy + 21, but the method does not depend on the actual
definition of the image u. In [12], the method is presented with # = 1, which
corresponds to (u|df (y)) = Div f (y).

01n this section, we temporarily assume that y is deterministic. However, to
be fully rigorous, what is considered here is not the expectation, but rather the
conditional expectation given y. To avoid confusion, the latter is denoted with
an additional subscript (Eg), indicating the remaining source of randomness.
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C. Evaluation of the Second-Order Derivative Term

A similar method can be proposed to evaluate the term
involving the second-order partial derivatives of f in (9),
namely (v|3% f (y)) with” v = 1.

We use here notations similar to those introduced in
Sec. III-B. Then, assuming that f is continuously twice differ-
entiable, a second-order Taylor expansion can be written as:

f(y+66)=f(y)+62512—f(y)

+< 215

and similarly for f (y — €§). By summing these two expan-
sions, we obtain:

(y) +ér(e) (15)

lim <6 < f(y+€3)—2f(J’)+f(y—E5)>
v 2
e—0 €
2
= > okdkdion - f" ~() (16
k,l,m

In addition to the hypothesis made in Sec. III-B for §, we
impose here the additional requirement that the third moment x
of the random variables dx is non-zero. Then, the independence
of the J; and their zero mean ensure that [Eg {0yd;0,,} is always
zero except when k = [ = m, while Es{5}} = x # 0.
Therefore, taking the expected value in (16) and switching
it with the limit in the left-hand side leads to the following
result:

lim Es [<5 x
=«(op2r ) am

Finally, assuming that one realization of the random vari-
able § is sufficient to estimate the expected value in (17)
(see Sec. III-E), we obtain the following empirical estimation
formula for (v]8? f (y)):

f(y+ed)—
v -

2f+f —68)>]

1
(5 x o[£ (y + €8) —2£ (y)
K

+f (v —€d))

(v[0>r ) =
(1s)

D. Empirical PG-URE Estimator

Using the results obtained in Sec. III-B and III-C, we are
now able to re-write the PG-URE estimator (9) without partial
derivatives of f:

PG-URE = = £ () ~ 31 — & (1ly) — o
+%<8x ((y —i—azl)’f (y—f—éS) — f(y)>
2
22 il ()21 00 )

19)

7 Again, the method does not take advantage of the fact that v = 1, which
motivates the use of a generic notation v.
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This expression uses four parameters that are not related to
the noise model, but that are introduced for computational
purposes:

« § is the random perturbation vector used to evaluate
the term involving the first-order partial derivatives of
f in (9). To fulfil the assumptions made in Sec. III-B,
its components d must be independent and identically
distributed (i.i.d.) random variables with expected value
0 and variance 1. Several probability distributions with
these properties can be used to generate the J;, and we
demonstrate that a binary distribution taking values —1
and 1 with probability % each is optimal, in the sense that
it minimizes the variance of the PG-URE estimator with
respect to the random variable § (see Sec. III-E).

o 4 is the random perturbation vector used to evaluate the
second-order derivative term. § is a random vector of
i.i.d. components such that® E{&} = 0, E{5?} =
and E{53} = x # 0. Again, an optimum with respect
to the variance of PG-URE (see Sec. III-E for details)
is reached if the § are generated according to a binary

distribution 7, defined as:
(5= 2) =
1 (20)

(5= D)=
p

. 1 K 2 _%
w1thp=§+§(x +4) andg=1—-p

where x is the third moment of the distribution . The
optimal value of x may not be available in practical set-
tings, and we set it to 1 in our experiments (we motivate
this choice in appendix B).

o ¢ and € are the amplitudes of the perturbations intro-
duced to probe the partial derivatives of f. The values
of these scalar parameters result from a compromise
between 1) the fact that ¢ and € must be chosen as
small as possible to limit the approximation errors in
the initial Taylor expansions (10) and (15), and 2) the
finite precision of floating point calculators, which causes
significant rounding errors when these parameters are
too small. How these values should actually be set is
discussed in Sec. IV.

Finally, the computational complexity of evaluating the
PG-URE estimator through the empirical formula (19) is
4Cy + O (N), where Cy is the computational complexity of
applying the denoising algorithm f.

E. Variance of the Empirical PG-URE Estimator With
Respect to the Random Perturbations

In the expression (19) of the PG-URE estimator, the
equality is mathematically proved in terms of expected value
over the probability distribution of the two random vectors
§and §. In practice and similarly to what is proposed in [12],
we evaluate the right-hand side of this expression with a
single realization of each of these random variables, as we
can assume that such evaluation is close to the expected

8The constraint on the second moment of J is not compulsory with respect
to the methodology developed in Sec. III-C, but is rather a normalization
convention.
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value. Formally, the underlying assumption is that the standard
deviation Var; 5 {PG-URE}2 of the estimator (19) over the

probability distribution of § and § is small with respect to its
expected value. ) .

Thanks to the independence of § and &, the variance of
PG-URE can be decomposed as:

l . e
Var; ; (PG-URE} = anré Zak,15k5l
k1

1 e
+ s Var > beimidda t (21
k,l,m
where the notations ax,; and by, stand for:
k
ag, =2 (Cyk+02) o () brim=20" C f (J’) (22)

Let us focus on the term V; = WVaré {---}in (21), which
corresponds to the contribution of the perturbation § to the
overall variance of the estimator. In what follows, the pth
moment of the probability distribution associated to § will
be denoted as 1, = E {J{ }. Then, using the independence of
the o and the properties m; = 0 and m, = 1 introduced in
Sec. 11I-B, V~ can be rewritten as:

sz g+ a)’ (23)

k£l
This expression (23) calls for two remarks:

1) As V; should be made as small as possible to limit the
variance of the PG-URE estimator, the probability distri-
bution used to generate the J should be chosen so that
my is as small as possible. Yet, with the requirements
m; = 0 and my = 1, it can be shown that my > 1
(see for instance [27]); the optimal value mg = 1 is
obtained with a symmetric binary distribution taking
values —1 and 1 with probability % each. This justifies
our proposition to use this probability distribution in
Sec. III-D.

2) The second summation group (the one with two sum-
mation indices k& and /) involves N(N — 1) terms (all
the pairs k,/ = 1to N, except those with k = I),
but most of the (ak,l + al,k)z terms are likely to be 0.
Indeed, ax, is proportional to % (¥), and the value
of this partial derivative is likely to be insignificant
when the indices k and [ refer to pixels that are distant
from each others: in particular, this is certainly true
if f is a local denoising method. Furthermore, if we
assume that the number of input pixels y; that have a
significant influence on the k™ output pixel fi (y) is
constant — or equivalently that the number of indices
k such that ar; # O is bounded 1ndeper1dently of
N, then the number of non-zero (ax; + al,k) terms is
proportional to N, making V; proportional to N' As N
is quite large in the case of images, Vé, which represents
the variance of the PG-URE estimator with respect to the
perturbation &, is likely to be very small: this justifies the
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Shepp-Logan

Lena MCTS

Fig. 3. Test images used for the simulations (intensity range normalized to
the interval [0, 1]).

assumption made in Sec. III-B that only one realization
of this perturbation is sufficient to estimate the first-order
partial derivatives of f involved in the computation of
PG-URE.

The term corresponding to the contribution of the pertur-
bation & in (21), namely V5 = ﬁVarSLo}, can also be
expressed as a function of the coefficients by, and the
moments M, = E{&f }, similarly to (23) (see appendix B).
The obtained expression leads to conclusions similar to those
drawn for Vj, namely that V; is proportional to % for reason-
able denoising functions f, and that V; is minimal when § is
generated according to the binary probability distribution (20),
for a particular value x* of the parameter x. Unfortunately,
the optimal value x* depends on the coefficients by, and
consequently on the partial derivatives of f, whose values
are by definition not available. Still, we noticed that the
arbitrary setting x = 1 leads to stable results (see Sec. IV
and appendix B).

IV. NUMERICAL VALIDATION AND APPLICATION
A. Simulation Goals and Process

The expression (19) defines an unbiased risk estimator of the
MSE under the mixed Poisson-Gaussian noise hypothesis (7).
Sections I1I-D and III-E describe how the random perturbation
& and § involved in this PG-URE estimator are generated.
However, we have not discussed yet on the values that should
be attributed to the scalar parameters é and €. We propose to
determine how these values should be set through numerical
simulations; we will also make the most of these simulations
to verify the empirical equality PG-URE = MSE.

For the numerical simulations, we selected four test images
(see Fig. 3):

1) the well-known

256 x 256 pixels;

2) a synthetic test image (referred as Disks), also sized

256 x 256 pixels, representing several disks with random
gray levels, sizes and boundary sharpness, over a non-
uniform dark background,

3) the gray-scale version of the standard Lena test image,

sized 512 x 512 pixels,

4) a microscopy image of a multicellular tumor spheroid

culture (referred as MCTYS), sized 512 x 512 pixels.

All these images were normalized so that they are valued
between 0 and 1, and assumed to be noise-free: in particular,
the MCTS microscopy image was acquired such that it presents
a low level of “natural” noise compared to what we added

Shepp-Logan  phantom, sized
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numerically afterward. Indeed, from each of these four noise-
free images x, we generated four noisy images y following
the MPG model (7), with the following noise parameters:

e o = 10713, ¢ = 1072 (this case is denoted as “low

noise” in the following results);

e o =101, ;= 1072 (denoted as “mostly Gaussian”);

e 0 =10719, ;= 10! (denoted as “mostly Poisson”);

e o =10"1, = 107! (denoted as “high noise”).

We selected six classical denoising algorithms,” all depen-
dent of a scalar parameter 8:

« Wavelet soft-thresholding [1]:
FY G =wlTo(W-y)

where W is a 2D un-decimated wavelet transform
(we used the Daubechies-4 orthogonal wavelet with 4
levels of decomposition), and Ty is a component-wise
soft-thresholding function, mapping each input wavelet
coefficient w to sign (w) max (0, |w| — 8).

e TV minimization [2]:

(24)

f3¥ (y) =argmin |lx|lpy st |y —x[, <60 (25
X

where ||-||Ty is the usual discrete 2D total variation semi-
norm.

e Non-local means [3]:
component-wise as:

FM(y)  is  defined

1
Zi (y,0)

where the positive coefficient Ky (y,¢) measures the
similarity between the neighborhoods of pixels k and !/
in the image y, and Zy (y,6) = >, Kii(y,0) is a
normalization factor. We used the similarity measure
originally proposed in [3]:

Ik (y) — IT; ()13
— 2) @

g™ ) = D Kii(y. 0y (26)
1

Kii(y,0) = eXP(

where Ilj (y) represents a restriction of the observation
y to a square patch centered on the pixel k; the patch
width was set to 5 pixels.

o« We derived three “stabilized” versions of these three
denoising algorithms, for which we first applied a vari-
ance stabilization transform on the input image, to make
the variance of the noisy pixel y; independent of the
ground truth value xj, and therefore uniform over the
whole image (see [13] and [14]). Formally:

Vo) =510 £ 08 (y)
fS-NLM

(28)

and similarly for f g'TV and . The variance stabi-
lization transform S (y) is defined as:

2 3
Sk(y):Esign(t)\/m with IZCyk-i-ng-i-O'z (29)

We intentionally do not select the state-of-the-art denoising algorithms such
as BM3D [5], as the goal here is not to compare the performances of the
existing denoising methods, but rather verify that PG-URE can be used as an
empirical estimator of the MSE with various families of denoising algorithms.
We therefore focused on the simplest and most classical methods.
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In [13], it is shown that, under the MPG hypothesis (7),
Sk (y) has a variance approximately equal to 1 (except for
very low values of xj, which correspond to an extremely
low-light regime).

Finally, for each pair of tested noisy image and algorithm,
and for several values of the corresponding parameter 6, we
computed the denoised estimate f, (y) and the MSE (as we
are using phantom test images, the ground truth is available),
and we evaluated the PG-URE estimator (19) with different
values of the amplitude parameters ¢ and €. All simulations
were performed with Matlab®, using double precision floating
point arithmetic. The influence of é and € on the PG-URE
estimator is studied in the next sections.

B. Influence of the Amplitude Parameters é and €

To study how the parameters é and € affect the PG-URE
estimator (19), we decompose the latter into three terms, as
PG-URE = Ty + T1 (€) + T» (€), where:

To= < IF )~ I3 = 5 (1ly) —o?
1@ = s (bx (cy +021) £ (v + &) - £ )
T (€) :-féii (8|7 (v +28) —2r )+ 1 (v - &)

(30)

In this decomposition, Ty includes the contributions to
PG-URE that do not depend on é and €, while 77 (€) and
T (€) represent respectively the contributions due to the first
and second order partial derivatives of f. Figs. 4 and 5 present
two examples of the evolution of Ty, 77 (€) and 7> (€) as
functions of the denoising parameter 6, for different values
of € and €.

1) Parameter é: Both graphs presented in Figs. 4 and 5
show that, although 7} (¢ = 0.1) and T} (é = 1) have singular
behaviors (the latter curve does not fall in displayed range of
the graph in Fig. 5), T1 (€é) seems to converge to an asymptotic
curve for smaller values of ¢: indeed, for ¢ < 1073, we can
assume that 77 (¢€) becomes almost independent of €, with a
value close to the ideal one that would be obtained for ¢ — 0.

To confirm this assumption, we measured the term 77 (€)
for ¢ =1077,107%%, .., 107004,107992 1, and for all the
combinations of denoising algorithms, test images and noise
parameter mentioned in Sec. IV-A, with the denoising para-
meter 6 set such that the MSE is minimal; the corresponding
minimal value of the MSE is denoted as MSE*. We then
measured the variability among the 77 (€) values through the
indicator ATy, defined as:

1
AT; = —— StdDev T} (¢) (31)
€

MSE*

where StdDev T} (€) measures the empirical standard deviation
€

of T (é) for é varying within a sub-range [€min, €max] Of the
probed interval [10_7, l]. The values obtained for AT; with
[émin, €max] = [1076,1073] are presented in Fig. 6. Theses
results show that the variability of T (¢) induced by the choice
of ¢ is very small compared to the MSE (the quantity to
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Fig. 4. Denoising of Disks 4+ “low noise”, using the fg'TV algorithm

(TV minimization together with variance stabilization transform). MSE and
PG-URE values are plotted as functions of the denoising parameter 6, together
with the individual PG-URE terms Tp, T (€) and 7, (€) for several values of
the parameters é and €. Only the PG-URE curve corresponding to é = 1074
and &€ = 102 is plotted.

estimate): indeed, whatever the value chosen for ¢ in the range
[10_6, 10_3], the value obtained for 7} (¢é) (and therefore for
PG-URE) is constant. We therefore used in practice é = 10~
in what follows.

It is important to note that this value depends on the
normalization used for the intensity of the processed images:
here, our images are valued between 0 and 1, but different nor-
malizations would lead to different compromises. For instance,
in case of intensity normalized between 0 and 255, a correct
setting is € = 255 x 10™*. The floating point precision used
for the computations may also have an influence, although this
aspect is less critical for 77 (¢€) than for the second order term,
as discussed in the next paragraph.

2) Parameter €: We proceeded similarly to determine a
satisfactory value for €: we measured the term 75 (¢) for
€ = 107410739, ...,107902 10001 1 and for all the
combinations of denoising algorithms, test images and noise
parameters, with the denoising parameter € set such that the
MSE is minimal. The values obtained for 75 (€) as functions
of € in six of these configurations are presented in Fig. 7.

Contrary to what happens with the first order term, we did
not observe a clear convergence of 7> (€) to an asymptotic
value when € — 0: the curves 7> (€) showed chaotic behav-
iors, with large and unpredicable oscillations when € < 1073.
We interpret these behaviors as the consequence of rounding
errors introduced by floating point operations involved when

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 23, NO. 3, MARCH 2014

MSE, PG-URE, To, Th (¢), Tz (&)

s 0 (i.e. denoising algorithm parameter)

Fig. 5. Denoising of Disks + “mostly Poisson” noise, using the fg’NLM

algorithm (non-local means together with variance stabilization transform).
Same representation and legend as in Fig. 4.

computing the term 7, (€). More precisely, the latter involves
a second-order finite difference f ( y+ ES) - 2f(y) +

f ( y— 68) whose order of magnitude might be significantly

smaller than the ones of the individual terms f (y :teS)

and f (y): then, due to cancellation events (see [28]), the error
made when performing this operation is likely to be significant.
A solution to avoid this problem could have been to increase
the parameter €, but in this case the assumption that 75 (€)
is close to its theoretical limit obtained for ¢ — 0 becomes
erroneous: it appears that the trade-off between the need for
€ to be small enough for the mathematical analysis derived in
Sec. III to be valid, and the need for € to be large enough to
avoid numerical rounding errors is much more tight for € than
for €.

However, the curves on Fig. 7 show that there seems to exist
a narrow window around € = 1072 where both requirements
hold, leading to functions 75 (€) approximately constant. To
validate this hypothesis, we introduce an indicator AT, as
follows:

1
ATy = — StdDev T (¢) (32)
€

MSE*
where the empirical standard deviation is computed for é
varying in a sub-range [€min,€max] Of the probed inter-
val. The values obtained for AT, with [€min, €max] =
[5 x 1073,2 x 10_2] are presented in Fig. 8. These values
show that the variability of 7> (€) (and therefore the variability
of PG-URE) induced by the choice of € represents less than
1% of the MSE to be estimated in more than half of the tested
situations. This variability seems to be mainly determined by
the denoising algorithm: indeed, the value of 75 (€) is very
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Fig. 6. AT] obtained for é = 1076,107298 ..., 107392 103 (151 samples), given as percentages. The two values greater than 1% are highlighted in
yellow.
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Disks, low noise, fy Finally, to evaluate the performance of the PG-URE esti-
e . S-Ws . .
Disks, mostly Poisson, f 0 y mator when used to optimize the parameter & of the denois-
; , -NLM . . . . .
Disks, mostly PO‘“‘;“I’\JS ing algorithms, we performed the following simulations: for
Disks, high noise, fg each combination of tested image, set of noise parameters,
1.5 .. . . . .
and denoising algorithm f,, we ran the denoising algorithm
for several values of #, and computed the resulting MSE
and PG-URE values;10 we then retained in each case the
. " . .
1, 78N parameters Oyqp and 05, yrp that minimize respeftlvely the
n /" \ MSE and the PG-URE. The corresponding image XpG-URE =
\ . ; .
- n N /,' ) f O R ( y.) represents the denoising result obtained l?y tumn.g
& i SN e ! the denoising parameter such that the PG-URE estimator is
50 . . . . .
5 0 I H \ minimal — hence without using the ground truth — while
IS 1 1 A . . .
= " ! ! XMSE = f Frse (¥) corresponds to the denoised image obtained
by selecting the best denoising parameter according to the
o MSE, following an oracle-based approach (hence not applica-
ble for real denoising problems). We finally compared the
differences between the two denoised images by measuring
the following indicator:
-0.5 T T T T T T

10—3 10-2 10-1 1

€

Fig. 7. Term T (€) as a function of € for six of the tested combinations of test
image, noise level and denoising algorithm (with in each case the parameter
6 set such that the MSE is minimal). Each curve 7> (€) was normalized by
the actual MSE measured for the corresponding tested combination.

stable in the case of f gILM, and on the contrary extremely
dependent on € in the case of f g'TV. Howeyver, as other choices
of intervals [€min, €max] lead to poorer results for AT, we
propose € = 1072 as a reasonable compromise value for this
parameter. Results presented in the next section show that this
choice leads to an estimator PG-URE that can be successfully
used to adaptively set the value of the parameter § for each
denoising algorithm.

Similarly to the case of the first order term, the setting for
€ depends on the normalization used for the intensity of the
processed images, and also on the floating point precision used
for the computations.

|%pG-ure — EmsE H;

AEstim = (33)

| — #use;

Here, AEstim relates the /> distance between the two denoised
images to the [, distance between the ground truth x and
the “best” denoised image, i.e. the one obtained by fol-
lowing the oracle based approach. The values measured
for AEstim are presented in Fig. 9, along with the peak
signal-to-noise measure reached with Xysg — defined as
PSNR = —10log;q % ”x — XMSE H;? — which assesses the
“best” denoising quality achievable following the oracle-based
parameter estimation approach. Four examples of pairs of
denoised images Xmsg and Xpg.Urg are also presented in
Fig. 10.

Although the best performing denoising parameters O
and Op; e selected by the MSE and the PG-URE are not
always the same, Fig. 9 shows that the distance between

10We selected ¢ = 10™% and € = 102 to evaluate PG-URE, as advised in
Sec. IV-B.
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Fig. 10. Comparison between the denoised images X\sg and XpG-URE
obtained for the original image Disks, with four different noise levels and
denoising methods. PSNR values are also reported in the bottom right corner
of each image.

the corresponding denoised images is, in most cases, very
small compared to the distance between the oracle-denoised
image and the ground truth: the indicator AEstim is indeed
smaller than 5% in 83 of the 96 tested configurations, which

corresponds to differences between the denoised images that
are visually unnoticeable. The visual similarity between the
denoised images Xmsg and Xpg.Urg obtained with these
parameters is illustrated on four examples in Fig. 10: in each of
the three left-most columns — which correspond to situations
with AEstim < 20% (either white or yellow cells in Fig. 9)-
the images Xmsg and Xpg.urg are indeed very similar. For
all these cases, the PG-URE estimator therefore performed
very well as a surrogate for the MSE value, while still being
actually computable in real denoising problems, for which a
ground truth is not available.

However, for the Disks image in the “high-noise” con-
figuration processed by the fg'TV algorithm, and for the
MCTS image in the “Poisson noise” configuration processed
by either f g—WSo or fg'TV (orange cells in Fig. 9 and right-
most column in Fig. 10), we can clearly observe that the
denoising task failed and did not return a reliable image,
due to an inappropriate selection of the parameter 6 value,
itself derived from an erroneous estimation of the MSE with
the empirical PG-URE estimate. Two scenarios can explain
these erroneous estimations: drawing of a “bad” sample of the
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parameter ¢ (Fig. 8 shows that two of these configurations
correspond to the least favorable cases with respect to the
indicator AT3), and/or a realization of one of the random
variables § or § that makes the PG-URE estimator significantly
deviate from its expected value. These scenarios correspond to
the inherent risk taken with any stochastic Monte-Carlo type of
method. One way to reduce this risk would be to draw several
realizations of & or & and average the corresponding values of
T1 (é) and T; (€), at the cost however of a higher computation
time. Post-processing could also be proposed to detect failure
of the denoising, or multiple runs could be performed to gauge
the range of values obtained for the parameter being optimized,
with detection of outliers.

V. CONCLUSION

In this paper, we presented a new unbiased risk estimator
(PG-URE) for general image denoising applications, in a
context where the processed images are degraded following
a mixed Poisson-Gaussian noise model. This model unifies
the widely used Gaussian and Poisson noise models and is
relevant to describe the degradations observed in bioimaging
applications, in particular low-light fluorescence microscopy.
We showed that the PG-URE estimator can be used as a
surrogate for the usual mean squared error measure, although
its evaluation does not require any knowledge about the noise-
free version (i.e. the ground truth) of the image to denoise.
We also proposed a practical formula (19) to evaluate the
PG-URE estimator when no specific knowledge on the partial
derivatives of the denoising function f is available, making
this framework usable “out of the box” with almost any
available denoising algorithm.

Finally, we validated our approach through numerical sim-
ulations involving standard denoising algorithms and phantom
test images. Relying on theses simulations, we discussed how
to set the numerical parameters involved in PG-URE. We
compared the results obtained when tuning the parameters
6 of these standard denoising algorithms by minimizing the
PG-URE estimator and the mean squared error, and showed
that these two approaches lead to similar denoised images in
most of the tested scenarios. This demonstrates the interest
of the PG-URE estimator for practical applications, as MSE
driven optimization is not applicable for real denoising prob-
lems.

APPENDIX A
DERIVATION OF THE PG-URE ESTIMATOR

This appendix describes how the first definition (8) of
the PG-URE estimator is obtained, and proves the equality
E {PG-URE} = E {MSE}. This result could be derived quite
directly from the work in [15], but we propose here a more
intrinsic proof, relying on the two basic properties of the
Gaussian and Poisson distributions that are mentioned below.
Proofs of these lemmas can be found respectively in [8], [29],
and [30].

Lemma 1.1(Stein’s lemma): Let y = x + b where x € RV
is deterministic and b ~ N (O, o? Id). Let¢ : RV — RN bea
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weakly differentiable function such that E {‘% ( y)‘} < 400
for all k. Then:

E{(bl¢ (y))} = c*E{Dive (y)}

Lemma 1.2: Let z € RN such that z ~ P (x) (ie. the
components z; are independent random variables following
Poisson distributions of parameters x;). Let ¢ : RN — RV
such that E {|yy (z)|} < +oo for all k. Then:

E{(xl¥ @)} =E{(z|v"" @)
Thanks to these results, we can state the following theorem:
Theorem 1.1: Let y = ¢z + b where b ~ N (0, 0% 1d) and
z~P (b and z independent). Let ¢ : RV — RN a
weakly differentiable function such that E {|¢x (y)|} < +o0
and E {’% (y— (ek)’} < o0 for all k. Then:

E{(xI¢ (")} = E{(y[¢'~ () — 0? Divg!~! (1)

Proof: We introduce the family of functions
¥y : RN — RV defined by ¥, (z) = ¢ (Cz + b). Then:
E{(xlp (»)} =

e

el

LefeE (v o))

=E{y—b[¢" ¢z + b))}

=E{(y[¢" )} —E{Es {{pl¢" 0)}}

2 E{(y]¢" 0]}~ E{o%Es {Dive' ! (1}
=E{(yl¢!" ) - o Divg! ) ()

Steps (a) and (b) make use respectively of lemmas 1.2
and 1.1. |
Finally, from the definition of the MSE (1), it can be noticed
that:
1
E(MSE} = SE{I.f 0I5 =2 (x]f ()

+{xlyn} G4

Theorem 1.3 applied twice on this expression with ¢ = f and
¢ = Id (the identity function) leads to the expected expression
of PG-URE. As previously mentioned, we assume that the
regularity and expectation conditions of theorem 1.3 hold
for f.

APPENDIX B

CONTRIBUTION OF THE PERTURBATION 8 TO THE
VARIANCE OF THE PG-URE ESTIMATOR

In this appendix, we derive an algebraic expression for the
contribution Vj of the perturbation § to the variance (21) of the
PG-URE estimator. This expression uses only the coefficients
by1,m defined by (22), and the moments 1, = E {of } of the
probability distribution used to generate the components of 8.
We finally derive the optimal conditions on these moments 1,
for V; to be minimal.



1266

A. Expression of V

First, we introduce a few notations:

o ¢k = by kk for all pixel index k,

o diy = bi ki + b1k + bk, for all k # 1,

e D = Zk,k;&l d, for all [,

o e im = bigm + bkm,i + bikm + bkt + brmk + b1k

for all 3-tuple (k,l, m) with k # [, k 2 m and [ # m.

We also recall that m; = 0, mp = 1, m3 = . Then, starting
from the definition of VS" we have:

NZKZVS = Val’g z bk,l,mgkslgm
k,l,m
= Z bi,j,kbl,m,nEg {51515](515"15”}
i,j,k,l,m,n

2

- Z bic1.mEs {Or010m )}
k,l,m

As explained in Sec. III-C, IES {5k515m} = 0 except when
k =1 = m: this is due to the independence of the components
of § and to the property m; = 0. This leads to the immediate
simplification of the expression above:

NZKZVS :Z bi,j,kbl,m,nEg {515j5k515m5n} —Kzz cre; (35)
ik k1
,m,n

Se

The same arguments can be used to simplify the sixfold sum
Se, as E; {010;0k010m0n } = 0 as soon as one of the six indices
is different from the others. Then, Sg can be divided according
to the four situations where Eg {5,-5 jgkglgmﬁn} is non-zero:

Se = eTe + 4Ty +x°T33 + Tooo (36)

o Tg includes the terms involved in Sg for which all the
six summation indexes are equal: obviously, we have
To = Dk Cis
e T4, groups together all the terms such that, among the
six summation indices, there is one group of four equal
indices on the one hand, and another group of two equal
indices on the other hand (for instance: i = j =1 =n #
k = m);
« in the same way, 73 3 includes all the terms such that the
indices form two groups of three.
o finally, 722> covers the situation where there are three
pairs of equal indices.
A careful enumeration of the terms involved in these situations
leads to the following expressions:

Typ = Zd]il —i-ZZCka

Kkl K
T35 = ZCkCl + zdk,ldl,k
Kl kL
1
Doo =2 D¢ =2 dijt+e D G GD
k Kl ksl £m

By putting all things together, we finally obtain:
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fig — W3 — 2

.o 2
2 my — K- — 1 2
o2 At 2 d
X k£l

1 . 1 2
+t ; (ack + Dr)* + 3 Z (di,i + di k)

Py
1 >
‘*‘@ z € im
ktlAm

It can be verified that this expression (38) is indeed positive,
as for any probability distribution with moments m,, the
following Hankel matrix H), is positive (see [27]):

2y —
NVS—

(38)

1 m m my
mp m
Hp=|m, (39)
LMp m2p |
In our case, this implies:
g —m] —x2>>0 and iy —x>—1>0 (40)

As in the case of Vi, we can analyze the order of mag-
nitude of the contribution Vj to the variance of the PG-URE
estimator. As explained in Sec. III-E, for reasonable denoising
operators f, the second order derivative aii.{;k,m (y) is likely to
be zero, except when the pixels corresponding to the indexes
k, | and m share some spatial proximity. As the by, are
proportional to these second order derivatives, and due to their
definition, we deduce that the number of non-zero coefficients
di,; and ey, is proportional to N; the order of magnitude of
Vj is therefore proportional to %, as claimed in Sec. III-E.

B. Optimal Probability Distribution

Selection of the probability distribution of § can be formu-
lated as an optimization problem consisting in minimizing the
right-hand side of (38) seen as a function of g, My and x,
subject to the feasibility constraints (40).

As a first remark, it can be observed that for fixed values of
the variables My and «, the minimal value of VS' is reached with
mg = fflﬁ + x2. Then, by re-injecting this optimal condition in
(40), and by removing the constant terms, the problem can be
restated as minimizing the following function ®:

ati + prg + y

d (Mg, k) = 5 subject to Mg > |
K
with a:Zc,% ﬁ=2ZCka+zd1§,l
k k kel
1
2 3: 55 W IR M T
k k£l k£l#m

From the definition of the coefficients a, f and y, it can
be checked that at‘hi + iy +y > 0 when my > 1 (which
is the case in the constraint domain). This implies that, for
a fixed value of my, the function ® (M4, x) decreases when
k2 increases: the minimal value is therefore obtained on the

boundary of the feasibility domain, i.e. fig = x> + 1. Finally,
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a basic function analysis shows that @ (x> + 1, x) reaches a
minimum value when ¥* = (a + f + 7) /a.

To summarize, the contribution Vg to the variance of the
PG-URE estimator is minimal under the following conditions:

k432 +1 tu=x24+1 Kk =tk

2,1 2
2k (ck + D)™ + g 2ktitm €him
2k CI%

The probability distribution 7z (20) defined in Sec. III-D for §
do verify the conditions on mg and 4. However, in practice,
the optimal value x* of the third moment cannot be evaluated,
as we do not know the values of the partial derivatives involved
in the definition of the coefficients cx, Dy and eg .

In Sec. III-D, we propose to use ¥ = 1: although this
choice is certainly not optimal in all cases, we can propose
a sketch of proof from the expression of x* (42). Indeed,

Mg =

with k* = (42)

2
the coefficients ¢, are proportional to ’;—Yfz" (y), while the Dy
K . .
and ey, depend only on second-order partial derivatives

ailzafykv,,, ) fqr which at least k # [ or I.c';é m: then, under
the hypothesis that, for a reasonable denoising operator f, the
k™ output pixel depends mostly on the k™ input pixel, we

% fi
i

can assume that

F)
2
6§/£m (). We deduce that |cx| > |Dx| and |cx| > |ek,1,m

and therefore that k* ~ 1. However, several approximation
and hypothesis are made here: a quantitative analysis of
the statistical distribution of the second-order partial deriv-
ative values would certainly be desirable to achieve better
approximations.

=% (y) have higher order of magnitude than

[l
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