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A Multilevel Parcel-Based Approach to
Change Detection in Very High Resolution

Multitemporal Images
Francesca Bovolo, Member, IEEE

Abstract—This letter presents a novel parcel-based context-
sensitive technique for unsupervised change detection in very high
geometrical resolution images. In order to improve pixel-based
change-detection performance, we propose to exploit the spatial-
context information in the framework of a multilevel approach.
The proposed technique models the scene (and hence changes) at
different resolution levels defining multitemporal and multilevel
“parcels” (i.e., small homogeneous regions shared by both original
images). Change detection is achieved by applying a multilevel
change vector analysis to each pixel of the considered images.
This technique properly analyzes the multilevel and multitem-
poral parcel-based context information of the considered spatial
position. The adaptive nature of multitemporal parcels and their
multilevel representation allow one a proper modeling of complex
objects in the investigated scene as well as borders and details of
the changed areas. Experimental results confirm the effectiveness
of the proposed approach.

Index Terms—Change detection, multilevel image representa-
tion, multitemporal image analysis, very high resolution (VHR)
images.

I. INTRODUCTION

CHANGE detection is one of the most important ap-
plications of the automatic analysis of multitemporal

remote sensing images. In the literature, many techniques
have been proposed for change detection in medium-resolution
multispectral data [1], [2]. Most of them produce reliable
change-detection maps by analyzing pixel-by-pixel two images
acquired on the same area at different times. However, the
availability of very high resolution (VHR) data (e.g., images
acquired by QuickBird, IKONOS, SPOT-5, and WorldView
satellites) results in a new set of possible applications, which
require the generation of change-detection maps characterized
by both a high geometrical precision and the capability of prop-
erly modeling the complex objects/areas present in the scene.
Classical change-detection techniques become ineffective on
VHR images, as they often assume spatial independence among
pixels, which is not reasonable in VHR data, where the spatial
autocorrelation cannot be approximated as a pulse function.
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For this reason, it is necessary to develop advanced context-
sensitive change-detection methods that are capable to properly
exploit the specific properties of VHR images. In this context,
although a great effort has been devoted to the development
of automatic classification techniques, less attention has been
devoted to change-detection techniques. In the literature, some
unsupervised approaches have been presented based on the
comparison between features computed on homogeneous re-
gions that are obtained according to segmentation procedures
[4], [5]. Even if these context-sensitive methods are implicitly
suitable to analyze VHR images, they model images (and thus
changes) at a single scale (resolution) level, while VHR images
include information at several scales. This information should
be properly exploited to obtain reliable change-detection maps.
Some attempts to model the change/no-change information at
different scales can be found in [6] and [7]. Nonetheless, the
method in [6] does not explicitly consider the spatio-contextual
information, while the one in [7] models it by means of a
fixed-size neighboring system which is not always appropriate,
particularly in border regions. A first tentative to jointly exploit
the spatio-contextual and the multiresolution information for
change detection is given in [8].

In order to address the aforementioned limitations, in this
letter, we present a novel unsupervised approach to change
detection in VHR multitemporal images that exploits a multi-
level context-based image modeling of multitemporal acqui-
sitions aimed at representing each changed area at the proper
resolution level. The scene (and hence changes) is modeled
at different resolution levels by defining multilevel and multi-
temporal “parcels.” Multitemporal parcels represent the local
adaptive neighborhood of pixels and have the property to
be homogeneous on both considered multitemporal images.
Change detection is achieved by applying to multitemporal
images a specific comparison algorithm based on a multilevel
extension of the change vector analysis (CVA). Comparison is
performed involving feature vectors which properly represent
the multilevel and multitemporal context information of the
investigated spatial position. The adaptive nature of parcels
and their multiresolution representation allow one to adequately
model complex objects in the investigated scene as well as
borders and details of the changed areas. Obtained change-
detection maps show high accuracy in both homogeneous and
border areas as well as high fidelity in modeling the shapes of
changes on the ground, outperforming standard pixel-based and
single-level object-oriented methods.
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Fig. 1. General scheme of the proposed approach.

II. PROPOSED MULTILEVEL PARCEL-BASED

CHANGE-DETECTION TECHNIQUE

Let us consider two coregistered VHR multitemporal and
multispectral images, namely, X1 and X2 (of size I × J)
composed by B spectral bands, acquired over the same area
at different times t1 and t2, respectively. Let Ω = {ωc, ωn}
be the set of classes associated with changed and unchanged
pixels, respectively. The proposed approach is made up of the
following three main steps (see Fig. 1): 1) generation of the
hierarchical multitemporal parcel-based model of the spatial
context of each pixel; 2) multilevel parcel-based feature ex-
traction; and 3) generation of the final change-detection map
according to a context-sensitive multilevel CVA technique.

A. Hierarchical Multitemporal Parcel-Based Modeling of the
Spatial Context

The rationale of the first phase is to adaptively generate a
model of the spatiotemporal context of each pixel according to a
multilevel strategy. Each resolution level is defined according to
predefined spectral, spatial, and temporal constraints. This kind
of representation allows one to capture and exploit the entire
information present in the considered data set by working with
adaptive multitemporal neighborhood systems (i.e., parcels)
at different levels. At each scale, pixels are characterized by
adaptive multitemporal parcels of different size and shape that
satisfy homogeneity constraints in the spatial and temporal
domains at the same time [5].

In order to characterize the spatiotemporal context of each
pixel taking into account a context-based hierarchical multi-
scale representation, we propose a two-step procedure based
on the following: 1) independent hierarchical segmentation of
multitemporal images from the pixel level to higher levels of
representation of their spatial context and 2) multitemporal
fusion of the two segmentations obtained from step 1 [5].

The multilevel context-sensitive image characterization is
obtained according to the following formal definition. Let
H l(.) be the homogeneity measure in the spatial domain at
a generic resolution level l(l = 0, . . . , L − 1), and let P l(X)
be a segmentation map of an image X obtained by satisfying
H l. The segmentation map at a generic level l is a partition
P l(X) in a set of N l disjoint regions ol

s, with ol
s ⊆ X and

s = 1, 2, . . . , N l (i.e., P l(X) = {ol
1, . . . , o

l
N l}), and such that,

∀l = 0, . . . , L − 1, the following conditions hold.

1) Pixels in ol
s are spatially contiguous.

2)
⋃N l

s=1 ol
s = X.

3) ol
s ∩ ol

r = ∅ for each pair of adjacent regions ol
s, ol

r,
s, r = 1, 2, . . . , N l, and r �= s.

4) H l(ol
s) = true.

5) H l(ol
s ∪ ol

r) = false for each pair of adjacent regions.

6)
⋃N l−1

k
q=1 ol−1

q = ol
k, where N l−1

k is the number of objects
at level l − 1 that compose the kth region at level l.

Conditions 1)–3) guarantee that, at each resolution level,
all pixels in X are distributed into N l spatially adjacent but
nonoverlapping regions. Condition 4) determines that homo-
geneity is satisfied, and condition 5) expresses the maximality
of each region (i.e., at each level, l pairs of adjacent regions
cannot be merged without relaxing the homogeneity criterion).
The constraint in 6) guarantees a precise hierarchy between the
context of a pixel defined at different levels. Satisfying 6) means
that the region associated to a pixel at level l − 1 cannot be
included in more than one segment at level l. In other words, a
region related to a specific pixel at a given level is completely
included in the region of the same pixel at a higher level (i.e., a
level with lower resolution).

The aforementioned conditions can be satisfied according to
different segmentation strategies (e.g., region growing, water-
shed, etc.). In this letter, we adopt a bottom–up region-merging
segmentation algorithm that operates according to the following
iterative procedure [10], [11].

1) Define an initial partition (level zero) of the considered
image (a common choice is to define one region for each
pixel in the scene).

2) For each pair of adjacent segments ol
s and ol

r (s, r =
1, 2, . . . , N l), evaluate H l+1(ol

s ∪ ol
r).

3) If H l+1(ol
s ∪ ol

r) < H l+1
TH , merge ol

s and ol
r; otherwise,

do not.
4) Iterate steps 2) and 3) until no more mergence is possible,

i.e., until no adjacent pairs of regions exist that satisfy
the homogeneity criterion. The process stops when the
smallest growth exceeds a threshold defined by the user
(the so-called scale parameter that governs H l+1

TH ).

The use of the described region-growing procedure results in
a segmentation map that satisfies at each resolution level the
maximality property as the final regions are the largest possible
given H l+1

TH . The higher the value of H l+1
TH , the higher the

dimension of resulting segments (in other words, as H l+1
TH

increases, the sensibility of the homogeneity measure in the
fusion of adjacent regions decreases). Varying the scale param-
eter, and thus H l+1

TH , allows one to obtain the desired hierarchi-
cal segmentation.1 It is worth noting that the basic criteria of the
aforementioned segmentation strategy are also implemented in
commercial software packages [11].

The choice of the homogeneity measure depends on the
specific segmentation algorithm adopted. In this letter, a ho-
mogeneity measure has been used that combines spectral and

1It is worth noting that how to satisfy the hierarchical constraint can become
a complex task, depending on the considered segmentation strategy.
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spatial properties [11]. Due to space constraints, we refer the
reader to [10] and [11] for more details on the definition of the
adopted homogeneity measure.

In order to compute the desired hierarchical representation of
the spatiotemporal context of the considered scene, the afore-
mentioned hierarchical segmentation technique is applied to
images X1 and X2 independently using the same homogeneity
measure and varying in the same way the scale parameter.2 It
is worth noting that in order to obtain a reliable represen-
tation of the local neighborhood of pixels, oversegmented
maps are preferable than undersegmented ones. This also al-
lows one to control the impact of segmentation errors on
the change-detection map. Hierarchical segmentation results
in two sets of L segmentation maps P1 = {P l(X1)} and
P2 = {P l(X2)} (l = 0, . . . , L − 1). Applying a logical OR

to corresponding segmentation levels in P1 and P2, a set
of hierarchical parcel maps P1,2 = {P l(X1,X2)} shared by
both considered images is obtained. At each resolution level,
parcels satisfy both spatial and temporal homogeneities. This
approach intrinsically guarantees that each parcel map in P1,2

satisfies the hierarchical property as it is satisfied by each single
segmentation map in P1 and P2.

B. Multilevel Parcel-Based Feature Extraction

The second step of the proposed approach aims at charac-
terizing each pixel in X1 and X2 by exploiting the informa-
tion included in P1,2. In particular, the mean vectors (whose
components are associated with the different spectral channels
of the considered images) computed on the pixels included in
parcels at a given resolution level l are extracted for each acqui-
sition date. Additional components, like texture measures for
characterizing the spatial context of each pixel in the different
parcels, can also be extracted. Thus, for each pixel, we define a
multidimensional vector Mh(i, j) (h = 1, 2) (which describes
the pixels and, through the hierarchical tree, the spatial and
temporal contexts (parcels) in which the pixel is included) as

Mh(i, j) =
{
xh(i, j),μ1

h(i, j), . . . ,

μL−1
h (i, j), tx1

h(i, j), . . . , txL−1
h (i, j)

}
(1)

where xh(i, j) is the spectral feature vector of the generic pixel
at spatial position (i, j), and μl

h(i, j) and txl
h(i, j) are the

mean vector and a generic texture measure, respectively, of the
parcel associated with the pixel (i, j) at level l of the hierarchy.
Different texture measures can be considered (e.g., standard
deviation, entropy, etc.), with the constraint that they should be
significant when computed on parcels that may have different
size and shape. In order to obtain an effective representation
of the change information, it is important to avoid increasing
too much the number of components of Mh(i, j). This
can be achieved by selecting nonredundant and significant
(with respect to the investigated change) spectral bands and
computing a relatively small number of relevant features. It is
worth noting that the selection of significant spectral bands is
a common practice in change-detection applications [2].

2Here, the eCognition software package was used for performing hierarchical
segmentation [11].

The choice of the number of levels L depends on the geo-
metrical resolution of the considered image and on the maxi-
mum scale of the expected changes in the scene. In particular,
L should be equal to the segmentation level which completely
includes the largest expected changed object in the scene. The
reader is referred to [10] for an empirical rule that allows one to
identify the number of significant resolution levels. It is worth
noting that the choice of L within a reasonable range does not
significantly affect the change-detection results.

C. Multilevel CVA

The feature vectors Mh(i, j) that characterize each pixel and
the related context information at different levels are given as
input to the comparison and change-detection map generation
module. The comparison step is carried out extending the well-
known CVA technique [2], [3] to the multilevel hierarchical
case. The multilevel CVA is carried out by directly comparing
the multilevel context-sensitive feature vectors M1(i, j) and
M2(i, j) associated with corresponding pixels on the two im-
ages with a difference vector operator.3 The rationale is that we
can derive a change vector that contains information of changes
at different resolution levels, depending on both the differences
between the spectral signatures of the analyzed pixel and the
different behavior of its spatial neighborhood adaptively mod-
eled according to the hierarchical parcel-based representation.
The obtained difference vectors contain information of changes
at different resolution levels. From these vectors, we can derive
a multilevel difference image MD associated with the mag-
nitude of change vectors. The value MD(i, j) of the generic
pixel at spatial position (i, j) in the multilevel difference image
is given by

MD(i, j) = |M2(i, j) − M1(i, j)| . (2)

Finally, the hard information associated to changes (i.e., a
change-detection map) can be produced by thresholding MD

according to either automatic or manual strategies [2], [5].

III. EXPERIMENTAL RESULTS

In order to assess the effectiveness of the proposed approach,
we considered a real data set made up of two images acquired
by the QuickBird satellite on the city of Trento (Italy) in
October 2005 and July 2006. In the preprocessing phase,
the two images were treated in the following ways: 1) pan-
sharpened by applying the Gram–Schmidt procedure imple-
mented in the ENVI software package [12]; 2) radiometrically
normalized (by adjusting the mean value of the two images);
3) coregistered. The final data set was made up of two pan-
sharpened multitemporal and multispectral images of 1090 ×
740 pixels with a spatial resolution of 0.7 m and a residual
misregistration of less than 1 pixel on selected ground control
points. Fig. 2 shows the panchromatic channel of the two
images X1 and X2.

The goal of the experimental analysis is to detect radiometric
changes associated with building and road yards. Thus, only

3According to the kind of features involved in the comparison step, normal-
ization could be necessary to make the comparison operation reliable.
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Fig. 2. Panchromatic channel of images of the city of Trento (Italy) ac-
quired by the QuickBird VHR multispectral sensor in (a) October 2005 and
(b) July 2006 (black lines depict changes that occurred between the two
acquisition dates).

bands 3 and 4 were considered, as they showed to be the most
effective in detecting these kinds of changes for this data set.

In order to permit a quantitative evaluation of the effective-
ness of the proposed method, a reference test set was defined
according to the available prior knowledge on the considered
area. The reference map includes 616 050 unchanged pixels and
44 900 changed pixels [see the black polygons in Fig. 2(b)].4

Some 145 650 pixels associated to shadow areas in at least
one of the two acquisitions that can result in a high number
of false alarms were not considered in the change-detection
process (such pixels are not highlighted in Fig. 2 to avoid con-
fusion). In our experiments, we considered different resolution
levels obtained using the multiscale hierarchical segmentation
procedure described in Section II-A with different values of
the scale parameter [11]. For each level other than pixel one,
the parcel-based mean was extracted for building the multilevel
feature vectors M1 and M2 (some trials with texture features
pointed out that, on this data set, texture measures do not
provide significant information). The proposed technique was
compared with a standard pixel-based CVA technique [2], [3]
and a context-sensitive single-level CVA procedure applied at
each parcel level independently [5]. In order to assess the poten-

4It is worth noting that although some minor natural changes are visible in
Fig. 2, they were not included in the class of changed pixels. This is because
the selected combination of spectral bands is less sensitive to them, and they
are not of interest for the considered application.

TABLE I
CHANGE-DETECTION RESULTS (IN NUMBER OF PIXELS) OBTAINED BY

APPLYING PIXEL-BASED AND SINGLE-LEVEL PARCEL-BASED

TECHNIQUES AND MEAN PARCEL AREA (IN NUMBER OF PIXELS)

TABLE II
CHANGE-DETECTION RESULTS (IN NUMBER OF PIXELS) OBTAINED BY

USING THE PROPOSED MULTILEVEL PARCEL-BASED TECHNIQUE

tialities of the proposed method without any bias introduced by
the threshold selection procedure, thresholding was performed
according to a manual trial-and-error process that minimizes the
overall errors on the reference areas.

Table II reports the numerical results obtained for four dif-
ferent combinations of scales built using five resolution levels
(from pixel one to resolution level 4). The first combination
includes only the following two resolution levels: the pixel
level and level 1. The other combinations are obtained by
progressively increasing the number of scales from two to
five (see Table II), adding gradually lower resolution levels.
By comparing Tables I and II, one can conclude that, in
all cases, the proposed technique resulted in higher change-
detection accuracy than the pixel-based approach. Moreover,
once the lowest resolution level L considered in the hierar-
chical representation is fixed, the presented multilevel proce-
dure always performs better than a parcel-based single-level
CVA. The proposed technique obtains the smallest overall error
(i.e., 15 710 pixels) when five resolution levels (from the pixel
level to level 4) are considered. Adding one more low resolution
level resulted in a decrease of performances.

A better understanding of the effectiveness of the proposed
technique can be achieved by a visual comparison of change-
detection maps. Let us focus on a subimage of 300 ×
300 pixels, including the building yard in the upper left corner
of the data set. The change-detection map achieved with the
proposed technique resulted in the following: 1) a sharply
better representation of homogeneous areas with respect to
the map obtained at the pixel level (i.e., standard CVA) (e.g.,
compare areas in continuous gray circles of Fig. 3(a) and (c)
with the corresponding area in the reference map [Fig. 3(d)])
and 2) a more accurate modeling of details with respect to the
best map yielded by a single-scale parcel-based approach (i.e.,
the one obtained at resolution level 4) [e.g., compare areas in
dashed gray circles in Fig. 3(b) and (c) with the corresponding
area in Fig. 3(d)].

It is worth noting that many other experiments were carried
out with different numbers and combinations of resolution
levels (e.g., neglecting high resolution levels from the
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Fig. 3. Details of the change-detection maps obtained with (a) the standard
pixel-based strategy, (b) the single-level parcel-based strategy applied at level 4,
and (c) the proposed technique involving levels from pixel one to level 4.
(d) Reference map (changed pixels appear in black, while unchanged pixels
appear in white).

multiscale hierarchical representation). The results of these
experiments (not reported for space constraints) pointed out
change-detection accuracies smaller than those obtained with
the combinations considered in Table II.

IV. DISCUSSION AND CONCLUSION

In this letter, a novel approach to change detection in VHR
multitemporal images has been presented. The approach is
based on a representation of the spatiotemporal context of
pixels and is ruled by precise hierarchical relationships between
each pixel in the multitemporal images and the regions that
adaptively define the related context at different levels. Each
pixel is characterized by a feature vector, which is obtained
by computing the mean on the parcels at different scales for
both images. The final change-detection map is computed by
extending the well-known CVA procedure to the multilevel
parcel-based feature vectors.

Quantitative and qualitative results on the real VHR data
set pointed out the effectiveness of the proposed technique.
In particular, the proposed technique resulted in a sharply
higher accuracy than the standard pixel-based CVA technique,
which resulted in an unreliable change-detection map for the
considered data set. In addition, once the number L of con-
sidered segmentation levels was fixed, the proposed multilevel
parcel-based method always obtained higher change-detection
accuracy than the single-level parcel-based procedure. The
qualitative analysis of the change-detection maps pointed out
that the proposed technique also resulted in a high fidelity
in both homogeneous and border regions. In greater detail,
the proposed multilevel approach resulted in change-detection
maps that show both a more accurate modeling of geometrical

details of changes than the single-level parcel-based method
applied to low resolution level, and a better representation of
homogeneous area than the single-level parcel-based methods
applied at high resolution level.

The most effective number and combination of resolution
levels depend on the considered data set and the desired tradeoff
between the accuracy in detail preservation and homogeneous
area representation. It is worth noting that neglecting high
resolution levels will result in a loss of sensibility to borders and
geometrical details, whereas neglecting low resolution levels
will result in a poor accuracy in homogeneous areas.

The multilevel nature of the proposed technique allows
one to also reduce false alarms that may be introduced from
artifacts deriving from the pan-sharpening procedure. In this
respect, after a given level, it is also possible to compute the
contextual features by directly considering the low-resolution
multispectral images, which are not affected from geometric
and radiometric distortions.

As future developments of this letter, we plan to do the
following: 1) Extend the experimental analysis to VHR multi-
temporal images acquired by other sensors; 2) introduce in the
proposed approach a procedure for the adaptive selection of the
number of scales and the kind of features to be considered for
an optimal representation of the object in which the analyzed
pixel is included; and 3) extend the use of the proposed method
to the analysis of long series of multitemporal images.
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