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Segmentation of medical images can be achieved with the help of model-based algorithms. Reliable
boundary detection is a crucial component to obtain robust and accurate segmentation results and to
enable full automation. This is especially important if the anatomy being segmented is too variable to ini-
tialize a mean shape model such that all surface regions are close to the desired contours. Several bound-
ary detection algorithms are widely used in the literature. Most use some trained image appearance
model to characterize and detect the desired boundaries. Although parameters of the boundary detection
can vary over the model surface and are trained on images, their performance (i.e., accuracy and reliabil-
ity of boundary detection) can only be assessed as an integral part of the entire segmentation algorithm.
In particular, assessment of boundary detection cannot be done locally and independently on model
parameterization and internal energies controlling geometric model properties.

In this paper, we propose a new method for the local assessment of boundary detection called Simu-
lated Search. This method takes any boundary detection function and evaluates its performance for a sin-
gle model landmark in terms of an estimated geometric boundary detection error. In consequence,
boundary detection can be optimized per landmark during model training. We demonstrate the success
of the method for cardiac image segmentation. In particular we show that the Simulated Search improves
the capture range and the accuracy of the boundary detection compared to a traditional training scheme.
We also illustrate how the Simulated Search can be used to identify suitable classes of features when
addressing a new segmentation task. Finally, we show that the Simulated Search enables multi-modal
heart segmentation using a single algorithmic framework. On computed tomography and magnetic res-
onance images, average segmentation errors (surface-to-surface distances) for the four chambers and the
trunks of the large vessels are in the order of 0.8 mm. For 3D rotational X-ray angiography images of the
left atrium and pulmonary veins, the average error is 1.3 mm. In all modalities, the locally optimized
boundary detection enables fully automatic segmentation.
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1. Introduction

Automatic segmentation of anatomical structures in medical
images is a key task for data analysis and visualization. Deformable
or parametric shape models are widely used to address this task
(see, e.g., Kass et al. (1988), Staib and Duncan (1992), Cootes
et al. (1994), Mclnerney and Terzopoulos (1996), Cootes and Taylor
(2001), Weese et al. (2001), Mitchell et al. (2001), van Ginneken
et al. (2002), Kaus et al. (2003), de Bruijne et al. (2003), Heimann
et al. (2007), van Assen et al. (2008)). These approaches deform a
surface model by minimizing an energy function: an external en-
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ergy drives the surface model to the visible organ boundaries in
the image. For parametric shape models, the space of allowed
shapes is predetermined. For deformable models, an internal en-
ergy keeps the surface smooth or close to expected shapes. Two
approaches can be distinguished (see, e.g., Mclnerney and
Terzopoulos (1996), Sonka and Fitzpatrick (2000)): boundary-driven
segmentation detects visible boundaries and attracts the sur-
face to the detected locations. Region-based approaches aim at a
segmentation that best explains the complete image or large re-
gions thereof. This paper follows the approach of boundary-driven
segmentation.

Robust and accurate boundary detection is a crucial point to
achieve fully automatic and accurate segmentation results. A key
problem is the abundance of misleading image structures that
need to be discriminated from the correct boundaries of the
organs being segmented. To be robust for very approximate model
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initialization, correct boundaries must be detected within a large
capture range. During model convergence, the focus shifts to
accurate boundary matching.

A general scheme for boundary detection is as follows: for a set
of surface points (landmarks) the image neighborhood is searched
for target points maximizing some match function. Typically, per
landmark, target points are searched along a 1-dimensional sam-
pling profile perpendicular to the model surface. Crucial for robust
and accurate boundary detection is the design (functional form)
and parameterization of the match function. Ideally, the match
function should attain its maximum within the tested search range
at the correct boundary. If the anatomical boundaries are not visi-
ble no other target points should be found and all sampling points
should be rejected.

Different approaches to design the match function and to
estimate the parameters have been published. All functions
are based on some local image features like gradients, gray val-
ues, or texture-related quantities. Per sampling point within the
search range, one or several of these features are evaluated and
one scalar match value is calculated from the feature values.
The sampling point with maximum match is chosen as target
point or may be rejected if the match falls below some
threshold.

Most approaches to train the match functions for a given appli-
cation first define the functional form and then determine the free
parameters based on training images and given reference segmen-
tations. Depending on the complexity of the task, parameters may
be determined globally or with spatial variations to account for
varying boundary appearance over the model surface. To assess
the overall quality of the resulting match functions, new images
can be segmented and segmentation errors can be measured. This
assessment, however, suffers from two weaknesses: first, it can
only be applied after having trained and assigned the match func-
tions for all landmarks. Intermediate evaluation per landmark is
not possible. Second, since the segmentation process always in-
cludes contributions from the internal energy to regularize the sur-
face shape, local errors are not strictly correlated with the
boundary detection errors. Missed boundaries may be hidden by
the shape interpolation, and correct detections may be overruled
by neighboring misdetections in combination with shape
constraints.

To overcome these shortcomings, we propose to use the Simu-
lated Search method which defines a dedicated local performance
measure. This measure evaluates the expected boundary detection
error in a continuous, geometric sense for any given match func-
tion and any single landmark. It thus decouples the performance
of the boundary detection from the final segmentation algorithm
and eliminates the obscuring influence of the shape model. The
idea of the Simulated Search was first published in Peters et al.
(2005) and has subsequently been adopted by Heimann et al.
(2007), Heimann et al. (2007) as local performance measure for al-
ready trained models. Based on this local performance measure we
propose to locally optimize the match functions. More specifically,
we offer a (large) variety of match functions without prior assign-
ment to the landmarks. Based on the estimated boundary detection
errors, we then select the best match function per triangle of a sur-
face mesh model.

To demonstrate the success of the proposed method, we will
address the exemplary task of cardiac segmentation in multiple
imaging modalities. The ability to locally optimize the match func-
tions and to extend the capture range is of particular importance
for two reasons: first, due to shape variations between patients
and across cardiac phases, a complex mean mesh comprising mul-
tiple cardiac structures cannot, in general, be initialized close to all
wanted contours in a new image. Hence, initialization (manual or
automatic) is typically only approximate and boundaries need to

be captured over a large search range. Second, the image appear-
ance in different cardiac regions varies. Depending on the imaging
protocol, blood pool contrast may exhibit small or large variations.
Similar observations apply to thickness and appearance of tissue
surrounding the blood pool. Allowing for variable match function
design (e.g., including or excluding features extracted from the
blood pool) and parameterization across the model surface is cru-
cial for proper boundary detection and the discrimination against
false edges.

The major contributions of this paper are: (1) the Simulated
Search is presented with an in-depth quantitative analysis of the
obtained improvements of capture ranges and final accuracies.
(2) Examples illustrate the selection behaviour of the Simulated
Search and show how the method can guide the user in the design
of new match functions. (3) For the exemplary task of cardiac seg-
mentation, we demonstrate successful multi-modal image seg-
mentation within one algorithmic framework. Here, the
Simulated Search is the key to adjust the boundary detectors to
new modalities. Segmentation results will be discussed in the con-
text of other work on cardiac segmentation using model-based
adaptation and atlas-based registration approaches by Frangi
et al. (2001), Mitchell et al. (2001), Kaus et al. (2004), Lotjonen
et al. (2004), van Assen et al. (2006), Lorenz and von Berg (2006),
Zheng et al. (2008), Wierzbicki et al. (2008), Zhuang et al. (2008),
van Assen et al. (2008). An overview of that work will be presented
together with our results.

The paper is organized as follows: Section 2 summarizes the
state-of-the-art for match function design (Mahalanobis distance,
edge detectors enhanced by additional features, various classifiers)
and parameter estimation. Section 3 introduces our local perfor-
mance measure based on the Simulated Search. Section 4 intro-
duces image data, model structures, and error metrics used in
our experiments which are covered in Section 5. Section 6 con-
cludes the paper.

2. Match functions: state-of-the-art
2.1. Mahalanobis distance

Image appearance at the wanted boundaries can be described
within a multi-dimensional feature space. Typically, a 1-dimen-
sional profile of gray values or gradients across the model surface
forms a so-called feature vector f. Assuming a uni-modal, multi-
variate normal distribution of these vectors in the corresponding
vector space, the maximum likelihood position within the search
space corresponds mathematically to the minimization of the neg-
ative log-likelihood which is proportional to the Mahalanobis
distance

dMahalanobis(f) = (f *f mean)T . Z_l : (f *f mean) (1)

where f nean and X are the mean vector and the covariance matrix
of the distribution.

In Cootes et al. (1994), Cootes and Taylor (2001), Mitchell et al.
(2001), Heimann et al. (2006), Heimann et al. (2007), Brejl and Son-
ka (2000), Tobon-Gomez et al. (2008), feature vectors are com-
posed of plain gray values and/or differences of gray values along
the profile to compensate for arbitrary offsets. Furthermore, addi-
tional calibration to compensate for varying gray value ranges is
often achieved by normalizing the resulting feature vectors prior
to the statistical analysis. Normalization can simply scale the vec-
tor to unit length, or it can affect individual features that are cali-
brated using global image statistics.

Defining the parameters for (1) is straightforward: f mean and X
are calculated from the feature vectors f of the training examples.
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2.2. Edge detectors with additional constraints

If visible boundaries are characterized by (strong) gradients
then edge detection is a natural starting point. In Kass et al.
(1988), Staib and Duncan (1992), Cohen and Cohen (1993), Cootes
et al. (1995), Chakraborty et al. (1996), Sakalli et al. (2006), the gra-
dient magnitude alone is used as match function. In Weese et al.
(2001), Kaus et al. (2003), the orientation of the gradient with re-
spect to the outward surface normal is taken into account to differ-
entiate between bright-to-dark and inverse transitions. To better
characterize the appearance of wanted boundaries, constraints on
additional features like local gray values and gradient sizes are
added in Delingette (1999), Montagnat et al. (2003), Sermesant
et al. (2003), Kaus et al. (2004), Sermesant et al. (2006). If any con-
straint’s feature value violates some learned acceptance interval,
the edge is rejected by setting the match value to 0.

Here, free parameters may include the expected orientation of
the gradient (with respect to the model surface) and the con-
straints’ acceptance intervals. The orientation can be given a priori
or learned from training examples. Acceptance intervals for each
constraining feature can be derived from training examples using
some heuristic rules (e.g., based on mean and standard deviation
of the feature values observed at the reference boundaries).

2.3. kNN classifiers

Several authors point out that the above approach considers
only correct learning examples since the distribution is trained
only from feature vectors evaluated at reference positions. Further-
more, the assumption of a uni-modal, multi-variate normal distri-
bution may be false. To train a more general classifier that is able to
distinguish between correct and false positions, a k-nearest-neigh-
bor (kNN) classifier is trained as follows. Feature vectors f are eval-
uated and stored for two classes containing (1) reference positions
and (2) false positions which are typically generated by shifting the
references along the surface normal. To classify a new feature vec-
tor f during segmentation, the likelihood to belong to either class is
then estimated from the relative classification counts of the
k-nearest-neighbors of f among all stored vectors.

In de Bruijne et al. (2003), Heimann et al. (2007), Heimann et al.
(2007), feature vectors are again composed of gray values or differ-
ences thereof, possibly again including some normalization steps.

The idea of kNN classification has also been applied in a hybrid
combination of region-based and boundary-driven segmentation
in (van Ginneken et al., 2002; de Bruijne and Nielsen, 2004). First,
a classifier is trained not for boundary versus non-boundary posi-
tions but for voxels from two tissue classes (inside versus outside
region). Boundary detection is then performed by shifting the mod-
el surface within the search range until the joint classification
probability of the voxels inside and outside is maximized. Thereaf-
ter, the detected boundary is used to attract the model surface.

For kNN classifiers, all statistics from the training examples are
contained in the stored feature vectors and their classification.
Here, k is a free parameter of the classifier. Typically, k is set glob-
ally to some fixed value.

2.4. Other classifiers

Recently, a variety of publications with different approaches for
boundary detection has appeared that do not completely fit into
the above schemes. van Assen et al. (2006, 2008) applies a fuzzy
voxel classification into three classes (bright, medium, dark) based
on relative gray values. Adjustable thresholds enable a classifica-
tion for different imaging modalities. Combining fuzzy classifica-
tions of multiple voxels and applying a majority voting scheme,
positions along a search profile are classified into three tissues. Fi-

nally, myocardial boundaries are extracted by predefined rules
from tissue transitions.

Zheng et al. (2008), Zhang et al. (2008), Sukno et al. (2007),
Sukno and Frangi (2008) resume the idea of discriminative training
to distinguish between correct and false positions. The approaches
start with a set of local image features derived from gray values,
gradients, and second order derivatives, or Haar wavelets, partly
converted into rotation-invariant quantities. During segmentation,
these features are sampled in the neighborhood of the tested
boundary positions. In Zheng et al. (2008), Zhang et al. (2008),
weak classifiers for correct versus false boundary examples are
trained for each feature type. These are then combined via proba-
bilistic boosting trees into a strong classifier. In Sukno et al. (2007),
Sukno and Frangi (2008), the work from van Ginneken et al. (2002)
is resumed and several changes are introduced: multiscale Gauss-
ian derivatives are replaced by rotation-invariant features. kNN
classifiers are replaced by multivalued neurons. These accelerate
the calculation as compared to kNN classifiers. Furthermore, they
are used to classify input features from a given image location into
classes describing increasing distances from the reference bound-
ary. This replaces the inside-outside voxel classification of van
Ginneken et al. (2002). The system is thus trained to locally esti-
mate the distance to the correct boundary along the search profile.
Boundary detection is performed by looking for a “V” shaped min-
imum of the estimated boundary distances.

2.5. Spatially varying parameters and clustering

Depending on the application, appearance may vary over the
model surface. Shape models with correspondence preserving
landmarks allow to train local match functions. E.g., f mean and Z,
feature vectors for kNN classifiers, or acceptance intervals can be
evaluated and stored per landmark. The resulting models, how-
ever, typically suffer from insufficient statistics of sparse training
examples since the necessary effort involved in ground truth gen-
eration limits the training data bases.

To exploit a larger statistical training basis — but nevertheless
allow for locally varying parameterization - landmarks can be
clustered into regions of similar appearance according to the used
feature vectors, see, e.g., Heimann et al. (2007), Heimann et al.
(2007), Brejl and Sonka (2000), Kaus et al. (2004). In van Assen
et al. (2006), model regions are defined to reflect different appear-
ances due to coil inhomogeneities. In all approaches, parameters
are then estimated per region and all landmarks per region share
the same parameterization. For the Mahalanobis distance ap-
proach, clusters may represent a mixture of Gaussians, thus relax-
ing the assumption of one single multi-variate normal distribution.

2.6. Local optimization

In van Ginneken et al. (2002), an explicit local optimization
scheme is presented. The approach follows the hybrid region-
based and boundary-driven segmentation scheme using kNN voxel
classifiers (see Section 2.3). This approach departs from using fixed
feature vectors and it does not cluster landmarks to estimate spa-
tially varying parameters. Rather, multiscale Gaussian derivatives
of the local gray value neighborhood (also known as local jet) are
used to derive a variety of potentially useful features. From all pro-
posed features, a subset is then learned by feature selection tech-
niques such that a kNN classifier using the selected features
performs optimally on the classified training voxels. This is done
per landmark. Similarly, Sukno et al. (2007), Sukno and Frangi
(2008) train their distance classifiers per model landmark.

Local optimization via the Simulated Search directly evaluates
the boundary detection and estimates geometric errors which are
then minimized. In contrast, van Ginneken et al. (2002), Sukno
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et al. (2007), Sukno and Frangi (2008) optimize voxel or distance
classifiers and boundary detection is only indirectly performed
therefrom.

3. Performance measure via Simulated Search
3.1. Motivation

As stated in the introduction, evaluating a trained model - with
match functions assigned to the model landmarks - in terms of the
resulting segmentation errors suffers from two weaknesses: evalu-
ating the quality of the boundary detection per landmark is not
possible since all boundary detectors are applied simultaneously
and the internal energy obscures local detection errors. Further-
more, exploring possible improvements if an assigned match func-
tion for some landmark is testwise replaced by some alternative
function is computationally prohibitive if a large set of alternative
functions shall be tested for all landmarks. This would involve a
new segmentation for each replacement for each landmark.

An assessment of the boundary detection alone per landmark
and for any proposed match function enables a local optimization
that is not possible in the above evaluation framework. The perfor-
mance measure defined below by the Simulated Search estimates
the expected boundary detection error in a continuous, geometric
sense for any proposed function per landmark. Based on this mea-
sure, a large list of candidate functions can be evaluated and the
best function can be selected per landmark. The candidate list
may include match functions using different functional forms, dif-
ferent features, and a variety of parameter settings.

For complex organs such as the heart with multiple structures
with varying appearance, using different image features in differ-
ent regions may indeed improve the boundary characterization
(detection and discrimination against competing boundaries).
E.g., gray values in the blood pool may vary. Depending on the con-
trast protocol and imaging parameters, variations in one region
may be larger than in another region (e.g., some clinical applica-
tions focus on left chamber contrast and right chamber contrast
can be highly variable). Features based on these gray values may
be useful in some regions but harmful elsewhere. Similarly, gray
values of outside tissue (myocardium, fat, lung, etc.) may be pre-
dictable if tissue thickness and appearance are similar across pa-
tients. In some regions, including such features may again be
harmful. Apart from selecting the locally most suitable features,
the best parameterization may change from one region to another.
Deciding - for all landmarks - on the best combination of features
and parameters is hardly feasible without some performance mea-
sure. The Simulated Search method provides the basis for this
decision.

3.2. Simulated Search

The central idea is to simulate the boundary detection within
the training images and to record the errors with respect to given
reference positions. The simulation disturbs the pose (position and
orientation) of each landmark around the given reference pose to
reflect expected poses during adaptation. For each perturbed pose,
a target point is searched (hence the method’s name). This is done
per landmark which decouples the boundary detection from regu-
larizing internal energy terms and thus from neighboring land-
marks. Errors are measured as distances between detected target
points and reference boundaries. This measurement reflects the
ultimate goal to minimize the distances between segmented and
reference surfaces. Furthermore, recording continuous distances
instead of binary (boundary versus non-boundary) classification
errors relaxes the assumption made by kNN classifiers that bound-

ary positions can be annotated with infinite accuracy. Here, target
points close to the provided reference segmentation are rated as
good (the closer the better) while distant target points are rated
as bad. In practice, reference segmentations may indeed deviate
slightly from the true boundary and rating minor offsets as “still
good” relaxes quality requirements on the reference segmentation.

For the concrete formalism, let x; and n; denote the coordinates
of the ith landmark and the corresponding surface normal. For our
mesh models, we take the triangle centers as landmarks. Further-
more, let F(x) be the match function to be evaluated. Then, a target
point search along a 1-dimensional profile of sampling points

X =x+j-0-n; (5= sampling distance, [-6 = search range)
yields':
X = ATEMAX ) jot...cvt) (F(xﬁ) -D-(x - x,-)2>. 2)

Here, the search can be biased to nearby target points by the heu-
ristic distance penalty with weighting factor D.

To simulate the boundary detection during model adaptation
per landmark, the given reference position &’ of the landmark is
deliberately displaced to some x; and the target point is found
according to (2) within the search profile around ;. In the simplest
case, both the search and the displacements extend along the ref-
erence surface normal n{*’. More realistic simulations include lat-
eral displacements (parallel to the model surface) and also tilted
normals n; to vary the search direction. For match functions com-
paring gradient directions with surface normals, tilted n; will also
affect this comparison. Boundary detection errors are then mea-
sured as distances d between the detected target points and the gi-
ven reference surface, or - computationally simpler - the tangent
plane through x*'. This measurement is repeated for all simulated
search profiles and for all training images. Finally, we calculate an
average error for the tested match function F and the ith landmark
as follows:

di(F) = (ZZ—‘DW. 3)

Here, the sum runs over all training images and all simulated search
profiles and d is the measured error per profile. The parameter n al-
lows to put more emphasis on higher errors. We use n = 2 (result-
ing in a RMS error) to increase the robustness of the selected match
functions against distant false attractors.

We note that local optimization using this performance mea-
sure is applicable to arbitrary functional forms of the match func-
tions such as Mahalanobis distances or constrained edge detectors.
Our experiments will use the latter, but this is no limitation to the
method.

4. Experimental data and definitions
4.1. Introduction

This section presents the images from various modalities, mesh
models and match functions, and the error measure that will be
used in our experiments on different aspects of the Simulated
Search. These will be reported in Section 5. Examples for the differ-
ent images can be found in Fig. 6.

! The search along a 1-dimensional profile should be taken as example. Other
sampling schemes could be used instead.
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4.2. Image data

4.2.1. CT images

From a large database of retrospectively ECG-gated cardiac mul-
ti-slice CT images with large variations in contrast and image qual-
ity from 16-, 40-, and 64-slice scanners, 13 patients were
arbitrarily selected with images from 1-3 different cardiac phases,
amounting to 28 images overall. The mean in-plane voxel resolu-
tion is 0.48 x 0.48 mm? using a 512 x 512 matrix, and slice thick-
ness varies from 0.67 to 3.0 mm. All images cover the complete
heart.

We note that CT images have calibrated gray values defined on
the Hounsfield scale. It will thus be plausible to use image features
calculated from the original image gray values.

4.2.2. Non-contrasted SSFP MRI data

Using steady-state free-precession (SSFP =balanced TFE) MRI
(Giorgi et al., 2002; Ozgun et al., 2005), 42 image volumes from dif-
ferent patients were acquired in various clinics with 1.5T scanners.
Acquisition was performed without contrast administration at end
diastole for coronary artery inspection. Images were reconstructed
from multiple cardiac cycles using breathing motion compensa-
tion. In-plane voxel resolution is 0.5 x 0.5-0.7 x 0.7 mm? using a
512 x 512 matrix, and slice distances vary from 0.7 to 0.9 mm.
Some images do not cover the complete heart but show minor
truncations (missing bottom or top axial slices).

For MRI, as opposed to CT, gray values are not calibrated. Even
within one fixed protocol (like SSFP), gray values between different
image volumes may exhibit some variable scaling and/or offset.
We also note that the MRI images appear subjectively more noisy
than the CT images.

4.2.3. Rotational X-ray angiography images

To assess the geometry of the left atrium and the pulmonary
veins during interventions in the catheter laboratory (e.g., during
atrial fibrillation ablation procedures), intra-procedurally acquired
images may be segmented. Thirty-three contrast-enhanced rota-
tional X-ray angiography image volumes (3D-RA, acquired during
interventions at one clinical site) provided an even more challeng-
ing imaging modality and data base to test our training and seg-
mentation approach. The image acquisition and reconstruction
technology is explained in more detail in Manzke et al. (2006),
Manzke et al. (in press). Image volumes consist of 256> voxels with
isotropic voxel extensions of 0.43 mm.

Here, the images do not cover the complete heart but focus on
the left atrium (LA) and the proximal parts of the pulmonary veins
(PVs).

As compared to CT and MRI images, the 3D-RA images suffer
from more artifacts and increased noise (image quality is substan-
tially lower). As for MRI, gray values are not calibrated in 3D-RA.

4.3. Cardiac shape models and reference segmentations

For the whole heart scans from CT and MRI, our cardiac shape
model is represented by a triangulated surface mesh with
T = 14771 triangles and V = 7286 vertices (von Berg and Lorenz,
2005). This mesh encloses all four cardiac chambers, the left ven-
tricular myocardium, and short trunks of the major vasculature
(aorta, pulmonary artery and veins) as shown in Fig. 1.

For the 3D-RA images covering the left atrium (LA) and the pul-
monary veins (PVs), a corresponding LAPV mesh (with trunks for
the four standard PVs) with V = 1330 vertices and T = 2717 trian-
gles was generated. This model is illustrated in Fig. 2.

Reference segmentations with identical mesh topology were
generated by the following bootstrap procedure (see also Kaus
et al., 2003; Ecabert et al., 2008): per modality, a few image vol-

ne

a b

Fig. 1. Cardiac mesh with 14771 triangles, seen from top right and bottom. For the
left ventricle, we model both the endo- and the epicardium (dark blue inside
yellow). All other chambers are modeled by endocardial walls . Vessels are
arbitrarily truncated.

e

Fig. 2. LAPV mesh with 2717 triangles, seen from mitral annulus and from posterior
(green = atrium, pink = PVs) (the atrial appendage is truncated, see top right in (a)
close to the superior left PV).

umes were manually annotated and the surface mesh was adapted
to the classified regions. Boundaries for this first adaptation are
thus defined by the volumetric classification. Then, a preliminary
boundary model was trained for the corresponding gray value
images. The resulting model was adapted to other images in a
semi-automatic fashion, correcting the mesh surface in axial, coro-
nal, and sagittal viewports (see also Ecabert et al., 2006; Ecabert
et al., 2008). Training was repeated and further images were in-
cluded in the semi-automatic segmentation until all images had
been processed. Reference meshes were obtained after final correc-
tions by technical and clinical experts. For the quantitative exper-
iments reported below, new boundary and mean shape models
have been trained that are independent of those used during the
bootstrap procedure.

We note that manual corrections for the complete model sur-
face are tedious and the resulting meshes are not everywhere per-
fect. For some cardiac regions, boundaries are partly ambiguous.
Examples are the papillary muscles or cardiac valves which are
invisible in part of the images. In the 3D-RA data, the mitral annu-
lus was sometimes not well defined. Here, corresponding CT or
MRI data served as additional knowledge source to adjust the mesh
(Manzke et al., in press).

The resulting reference segmentations are used both to train the
model geometry (mean mesh) and the tested boundary models,
and to evaluate the segmentation performance in a cross-valida-
tion approach. We remark that minor imperfections of the refer-
ence segmentations are no problem for the Simulated Search
which always measures the distance between detected target
points and the reference surface instead of binary classification er-
rors. It is thus sufficient to find the correct boundary in the vicinity
of the reference boundary and no perfect match is needed.
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4.4. Match function design and parameterization

In our images, boundaries are associated with intensity transi-
tions, although sometimes weak or blurred. We thus start with
the image gradient VI. This gradient is projected onto the triangle
normal n; to suppress edges that deviate strongly from the local
surface orientation. Furthermore, to control the maximum feature
response for metal implants or other artifacts, we use a heuristic
damping of gradients exceeding a threshold g.,, (Weese et al.,
2001):

i ) (s Vi) B Eman + VI
Cora () = (V) VI @

If the transition across the boundary at a given landmark is always
bright-to-dark or vice versa, the expected sign s = +1 of G:;,“;J‘.‘ (%) can
be learned. The simple function

F(®) =5 Gyroy (%) (5)

proj

can then discriminate between correctly oriented and inverted
transitions. Sometimes (e.g., due to unpredictable local tissue like
fat in MRI) the sign is less predictable, and an unsigned magnitude
may replace (5):

F(x) = || Gy ) (6)
As discussed in Section 2.2, additional criteria may strongly im-
prove the distinction between correct and false boundaries. To this
end, we use some local image features Q; and some corresponding
acceptance intervals [Min;, Max;]. The set S of features Q; along with
their acceptance intervals are used to constrain the admissible
edges. If any feature value violates its interval, the match value of
the potential edge is set to zero (Peters et al., 2005):

limit ; i . )
Flx) = {s-cproj (x) if Q; € [Min,Max;] VQ; € S, @

0 otherwise.

As in (6), s- Goai'(x) can be replaced by [|Gymi(x)||. In our experi-

ments, we exploit the following features Q;:

- Iink : gray value “inside” the mesh: in a profile along the inward
triangle normal, gray values I(x) are sampled. We always use a
sampling step size of 1 mm. Taking the average over the first K
sampling points yields the inside gray value.

— Iouek : gray value “outside” the mesh (analogous averaging over
K points along the outward normal).

- Iy : directed first derivative of the local gray values along the tri-
angle normal. A linear fit is established through I(x) which is
sampled along a profile of K points on each side of the triangle.
The fit's slope defines I;.

- Iinjout g : inside or outside gray values with additional averaging
parallel to the surface to reduce the influence of image noise
(similar to Brejl and Sonka (2000), but in 3D). We implement
this averaging via a hexagonal ring of 6 additional sampling
points around each of the K profile positions. R is the hexagon
radius. We use R = 3 mm.

— Algg = louxr — link g : difference of averaged gray values across
the triangle. Again, we use R = 3 mm. Note that variations of
the difference may be smaller than variations of in- or outside
gray values.

To cope with uncalibrated gray values in MRI, most published
segmentation algorithms include some normalization step in the
match function design as explained in Section 2. From the known
approaches, we decided to apply the following simple gray value
calibration (see also Nyul and Udupa, 1999; Bosch et al., 2001):
we compute the cumulative histogram of the voxel gray values

in the complete image volume. To characterize the image’s “rele-
vant” gray value range we determine the L- and (100 — L)-percen-
tile of the histogram. The interval between these two gray values is
mapped linearly to the interval [0,1]. Values below the L- and
above the (100 — L)-percentile are mapped to 0 and 1, respectively.
We will denote the resulting calibrated gray values by T* and de-
rived quantities by 1L, ., %, AlL ,, etc. Basically, this method imple-
ments a data-driven window and level adjustment to convert all
images towards a similar appearance.

4.5. Training and assignment of match functions

The match functions introduced above contain various free
parameters. Here, we describe how these are estimated from im-
age data and how the resulting functions are assigned to the mesh
triangles.

For a given functional form or “template” of the match func-
tions, the traditional cluster-based training approach starts by
clustering all triangles into groups of similar appearance, see Sec-
tion 2.5. For our templates of the form (7), we use the features Q;
to define the image appearance. Applying a standard k-means clus-
tering algorithm (Duda et al., 2001) we obtain a predefined number
M of clusters. For each cluster, the distribution of the Q; values in
all training images at the reference positions is analyzed. Accep-
tance intervals [Min;, Max;] are then created such that outliers
are rejected. More specifically, we determine Min; as the N-percen-
tile and Max; as (100 — N)-percentile of the Q; distribution. This is
done per cluster, resulting in M acceptance intervals. In addition, if
the signed gradient (5) is used, the majority sign s is determined
per cluster. The resulting match function parameters are assigned
to all triangles of the respective cluster.

For local optimization via the Simulated Search, a variety of rea-
sonable parameter settings is offered and the best parameteriza-
tion per triangle will be selected. How reasonable parameters
should be determined is arbitrary. As practical implementation
for our experiments, we again apply the triangle clustering and
the above rules to estimate [Min;, Max;] and s. Here, however, we
vary M and N to obtain multiple estimates for [Min;, Max;]. E.g., it
is a priori unclear which number M of clusters will produce the
best compromise between sufficient statistics and local specificity.
Also, for the width of the acceptance intervals we have a tradeoff
between rejecting too many true boundaries versus accepting too
many false ones. Apart from the mere parameter optimization, lo-
cally useful features Q; can be selected and harmful ones can be
discarded if match functions using different templates or feature
sets S are offered. E.g., features with different sampling ranges K
can be tested and the set S can be enlarged or reduced, if this re-
duces the expected error. We thus propose to select the locally
optimal match function from a large number of match function
candidates. In the candidate list, we always offer a “Null” function
which always gives a zero response. This match function will be se-
lected in places where any other candidate would - on average -
detect a misleading boundary.

Table 1 summarizes the training setups for different boundary
models used in Section 5. Explanations for these setups will be gi-
ven in the respective sections. In all experiments with the Simu-
lated Search, the simulation covers 147 different poses for each
triangle in each image (displacements < 10 mm both along trian-
gle normal and laterally along three directions, plus tilting by 30°
around three axes).

4.6. Error measure
In all experiments, segmentation errors are measured using the

following symmetrized, constrained surface-to-surface distance:
for each triangle center c; of one mesh, we measure the distance
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Table 1

Training setups for various boundary models CT1-3DRA. For the training approaches
and parameters M (for clustering) and N (for [Min;, Max;]) see Section 4.5. For the Q;
used in the constraints see Section 4.4. (K = sampling range along triangle normal,
R (fixed to 3 mm) = additional averaging parallel to surface, Tt = calibrated gray
values, I' = directed derivative, Al = difference across mesh.) Local optimization
exploits various combinations S of the listed Q;.

CT1 Global assignment to all triangles

Match function: (5) with s = —1 (i.e., ~Ghmk

C12 Cluster-based training and assignment to triangles
Template: (7) with s - GL‘[‘;}‘ (1 value for gpax)
Qj: link and loux (K = 4)
M = 10; N = 10 (10 trained match functions)
CT3 Local optimization via Simulated Search
Templates: (7) with s - G:,“,‘(‘,jt (1 value for gp.x)
Qj: lin,Kv Iout.I( ( K= 1:4)v I;( (K = 2¢4)
M =5,10; N = 5,10 (423 candidate functions)
CT4 Local optimization via Simulated Search
Templates: (7) with s - G:,‘;‘;;t (1 value for gp.x)
Q;: Tinks Tour (K =1,4); I (K = 2,4);
Tt Thek (K =1,4); TY (K = 2,4); (L=2)
M =5,10; N = 5,10 (829 candidate functions)
MR1 Local optimization via Simulated Search
Template5' (7) with s - G'™ and [|GERI| (1 gpay value)
Q} mI(R qout,K,R' I}(’.R' ATIL(.R (K=4); (L=0,2,5)
M =5,10; N = 5,10 (2709 candidate functions)
MR2 Local optimization via Simulated Search
Templates: (7) with [ G'ic|| (2 values for gmax)
Qi Ty Touer (K = 1,4); Alkg (K =2,4); (L=2)
M =5,10; N =5,10 (845 candldate functions)

MR3 Local optimization via Simulated Search
Templates: (7) with HG{,‘[‘;}‘H (2 values for gp.x)
Q;: Lingrr Toutk g (K =1,4); Algg (K =2,4);
ImKR Iout,l(.R (K=1,4); AE(,R (K =2,4); (L=2)
M =5,10; N =5,10 (1689 candidate functions)

3D-RA Local optimization via Simulated Search

Templates: (7) with s - G“l;’,'{fj and HG“;{’,}IH (4 gmax values)

Q;: lnl(R'/IoulKR (K=1,4); A’h (K=2,4); (L=2)
M =5,10,20; N = 5,10 (7857 candidate functions)

to a corresponding surface patch IT; in the other mesh. This patch is
constrained (1) by a geodesic radius r = 10 mm over the mesh sur-
face around ¢; in the other mesh and (2) by anatomical labels asso-
ciated with all triangles. We average the distance from c; to the
closest point within IT; from the automatic to the reference mesh
and vice versa (these distances are not symmetric). This results
in an error ¢&;, per triangle i and per image I,. Averaging over all
images and over triangles from anatomical regions or the whole
mesh, we can derive corresponding mean erTors &region OI Emesh-
We note that distal ends of our arbitrarily truncated vessels have
no anatomically defined location along the vessel course. The mea-
sured errors ¢&;, for distal triangles may thus diagnose displace-
ments along the vessel course that do not relate to segmentation
errors. We thus exclude contributions of these vessel-end regions
from the error statistics. For the cardiac mesh from Fig. 1, 1035
of the 14771 triangles are excluded. For the LAPV mesh from
Fig. 2, 255 of the 2717 triangles are excluded. Many of these trian-
gles constitute artificial vessel caps.

5. Experiments
5.1. Overview

Experiments are designed to analyze different aspects of our
approach. In Section 5.2, we report for the first time on a detailed

analysis of improvements in terms of capture ranges and accura-
cies associated with optimized boundary detectors. In Section 5.3,
we illustrate the selection behaviour of the Simulated Search. For
new training tasks, we show how the method can help to find
promising functional forms and parameter settings. In Section 5.4,
finally, we show that heart segmentation in different modalities
is feasible within the same algorithmic framework. Here, the
Simulated Search is the key to train modality-specific boundary
models.

5.2. Capture ranges and final accuracies

5.2.1. Introduction

In this section, we analyse capture ranges and final segmenta-
tion accuracies for boundary models obtained from traditional
cluster-based training or from local optimization with the Simu-
lated Search. Experiments are performed on the 28 cardiac CT
image volumes from Section 4.2.1. Evaluation follows a leaving-
one-patient-out approach, i.e., the model used to segment images
from one patient is trained on the data excluding all cardiac phases
from this patient.

Our study compares the first three boundary models from
Table 1. As baseline, we evaluate the untrained edge detector
CT1 without additional features. Prior knowledge about the surface
orientation yields s = —1 in (5). To reject false boundaries, con-
straints are added and match functions of the form (7) are trained.
Training is either performed in the cluster-based scheme, yielding
the boundary model CT2, or we optimize the match functions lo-
cally via the Simulated Search, resulting in CT3. In all models,
Zmax Of Gg;ﬂ.‘j‘ is set to a fixed value that had been roughly optimized
in previous experiments. Please note that the cluster-based train-
ing for CT2 involves hard decisions about the match function de-
sign (i.e., we fix the set S for the constraints) and about the
parameter estimation (M and N) The design and parameter estima-
tion for CT2 listed in Table 1 was chosen as most promising based
on previous experiments.

5.2.2. Experimental approach

To define and analyze the capture range, we choose the follow-
ing experimental approach: instead of using some manual or auto-
matic initialization, we create systematically “perturbed”
initializations with varying initial errors. We then run the segmen-
tation using three algorithms with increasing degrees of freedom
and analyze the final errors.

To simulate a large variety of initialization errors, we start from
an optimal model pose that is achieved by registering the (leaving-
one-patient-out) mean mesh to the reference mesh using one
global similarity transformation. We then apply a series of pose
perturbations to the registered mesh. Each such perturbation
produces a more or less erroneous initialization. The applied pose
perturbations are defined as single translations by 3-36 mm, or
rotations by 10-60°, or scalings of the mesh by 60-140% around
its center of gravity, or as “helical” operations combining transla-
tion and rotation. Translations and rotations use Cartesian
(£x, £y, £z) or diagonal directions and axes. In the experiments
below, we apply different ranges of pose perturbation errors to
explore meaningful situations for each tested algorithm. The
simulation covers one unperturbed and 80-120 perturbed initial-
izations per algorithm. The experimental workflow is summarized
in Fig. 3.

The algorithms to test the different boundary models have been
published in Ecabert et al. (2008) and are described in detail in
Appendix A.2, A.3, A4. The first two algorithms use a parametric
shape model while the third one allows for local shape deforma-
tions. In brief, they work as follows:
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1. Register model to reference mesh

init
mesh
final
mesh

2. Apply pose perturbation — €

3. Apply selected adaptation algorithm — e

Fig. 3. Experimental workflow. Errors are measured for the perturbed initialization

(&t ) and after adaptation with the tested algorithm (&f"2, ). Steps 1 and 2 simulate

an imperfect automatic model initialization and the experiments cover a large
variety of pose perturbations.

- Global pose adaptation: Here, the shape model is treated as a
rigid object that can be translated and rotated. Furthermore, iso-
tropic scaling is allowed. Adaptation thus optimizes one global
similarity transformation for the complete mesh with respect
to a so-called external energy that penalizes deviations between
the mesh and the detected boundaries.

- Piecewise affine adaptation: Here, the cardiac mesh is divided
into five connected parts (four chambers + myocardium, the ves-
sel trunks are assigned to the connected chambers). The five
sub-meshes are treated with independent affine transforma-
tions. These are interpolated for smooth mesh transitions in
the connecting mesh regions. Now, the five affine transforma-
tions are optimized with respect to the external energy.

- Deformable model adaptation: To allow for local deformations
towards the individual organ shape, shape-constrained deform-
able models as introduced in Weese et al. (2001) are used. Using
the piecewise affine transformations, a space of cost-free shape
variations is constructed. Deviations from this shape space are
penalized using a so-called internal energy. All vertex coordi-
nates are now optimized with respect to a weighted combina-
tion of internal and external energy.

In our experiments, the target point search (2) always uses a
sampling distance of 6 = 1 mm. For the deformable model adap-
tation, the relative weight for internal versus external energy has
been optimized in previous experiments (Ecabert et al., 2008). Dif-
ferent search ranges are used for parametric and deformable adap-
tation. The latter (and the Simulated Search for CT3) uses a search
range of [- 5 = 10 mm. For both versions of the parametric adap-
tation, we extend the search range to 30 mm. We terminate the
iterative adaptation if maximum vertex displacement over five
iterations falls below 2.5 mm or after a predetermined maximum
number of iterations (20 for deformable and 10 for parametric
adaptation).

5.2.3. Qualitative results

Scatter plots of &2l versus i, allow to study the influence of
the initialization quality. Fig. 4 presents the scatter plots for the
three tested boundary models and the different adaptation algo-
rithms. Here, ¢} and &N, are averaged over the whole mesh
and over all 28 images. Per adaptation algorithm, each initial pose
perturbation thus leads to one data point per boundary model.

In the scatter plots of Fig. 4, we observe the following:

- Over some range of initial errors, we observe small fluctuations
of the final errors, i.e., segmentation is robust. For initial errors
exceeding some threshold, however, the segmentation clearly
deteriorates. This is most evident for the global pose adaptation
in Fig. 4a. Here, with CT2 and CT3, the correct pose is mostly
recovered for initialization errors of up to ca. 20 mm. Thereafter,
adaptation degrades rapidly. For the simple edge detector CT1,
degradation already starts around &, = 10 mm.

- For the piecewise affine and the deformable adaptation in Fig. 4b
and c, the final accuracy depends clearly on the boundary model.
The locally optimized functions of CT3 yield the best results.
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(c) Deformable adaptation.

Fig. 4. Scatter plots of final errors (after adaptation) versus initial errors (after pose
perturbation) for the boundary models CT1 (pink ©), CT2 (green x ), and CT3 (red +).
Here, each data point represents the mean segmentation error over the mesh and
over all 28 images for one fixed pose perturbation. Errors are plotted on a log-log
scale to cover the wide range of variations. The colored lines indicate one option to

define thresholds on &3 and the resulting ranges of robust segmentation.

Stable results are now restricted to smaller initial errors (for
all boundary models). The plateau-like distribution of final
errors is now less evident than for the global pose adaptation.

5.2.4. Quantitative results

These qualitative observations motivate a more quantitative
definition of three performance measures. We first quantify the
range of robust segmentation per model, i.e., the extent of the hor-
izontal plateaus in Fig. 4. This measure ignores the fact that these
plateaus occur at different final accuracies. The capture range then
quantifies the allowable initialization error to reach a fixed final
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accuracy. Finally, we compare the final accuracies for moderate ini-
tialization errors.

- Range of robust segmentation: To characterize stable performance
per boundary model we allow some relative degradation of &fin3}
as compared to the best result with the tested model. We thus
define a threshold &% per model. The range of robust segmen-

“max

tation is then defined as maximum &, among all tested initial-

mes

izations for which einl < gindl 'We explain this scheme for the

m max *

global pose adaptation algorithm, referring to Fig. 4a. The mini-

mum &l observed for model CT1 is 3.3 mm. Allowing an

increase of 20% yields ") = 4.0 mm. Allowing the same relative

increase of 20% for the slightly better models CT2 and CT3 yields
gnal — 3 8 mm. This construction is illustrated with the colored

“max
lines for all adaptation algorithms in Fig. 4. Horizontal lines
depict the thresholds &f"! and vertical lines depict the resulting
ranges of robust segmentation. Table 2 summarizes these ranges
numerically.

- Capture range: To assess the range of allowable initialization
errors to reach a fixed accuracy we define a model-independent
threshold &™) per adaptation algorithm. The capture range is

then defined as maximum &1, for which gfinal < ¢indl The val-

max*
ues for &indl are chosen between the horizontal lines of the two
models CT2 and CT3 in Fig. 4. Table 3 lists the chosen &i" and
the resulting capture ranges.

- Final accuracy: To characterize the segmentation quality for
moderate initialization errors we average the final errors &fin}
over several initializations with errors below some threshold
gt The values for &M are rounded from the capture ranges

max”* max

of CT2. Table 4 lists these &t values and the resulting final

max
errors per boundary model.

5.2.5. Discussion

The scatter plots in Fig. 4 and the quantitative results from
Tables 2-4 show clearly improved accuracies over increasing
capture ranges as we go from CT1 to CT3. Applying constraints on
the edge detectors in CT2 is particularly helpful to increase the
capture range during global pose adaptation (Tables 2 and 3).
For the piecewise affine and deformable adaptation, the local

Table 2
Ranges of robust segmentation [in mm)] for model dependent & allowing 20%
relative degradation per boundary model.

Adaptation CT1 CT2 CT3

Global pose 9.3 18.3 19.7

Piecewise affine 52 52 6.6

Deformable 3.9 4.1 58
Table 3

Capture ranges [in mm] using one fixed & for all models.

optimization of the boundary model in CT3 improves both the
capture range and the resulting accuracy (Tables 2-4).

The results also show that the three adaptation algorithms have
complementary strengths and weaknesses. The global pose adap-
tation is most robust due to the global shape constraint. Local mis-
detections of false boundaries do not confound the adaptation as
long as sufficiently many correct boundaries are detected. Piece-
wise affine and deformable adaptation are less robust since shape
constraints operate more locally. However, the increased degrees
of freedom for the surface shape enable an improved accuracy.

5.3. Feature selection and distribution

In this section, we illustrate how the Simulated Search can be
used to address a new segmentation task. Due to changed image
characteristics, it is necessary to test available templates for the
match functions, introduce new ones, or find suitable values for
specific parameters. In principle, this could be done in a single
extensive training with a comprehensive set of templates and
parameters. As typical training times for the setups described here
are in the order of days, an extensive training can become too time
consuming. In this case, the Simulated Search can also be used to
find classes of meaningful features and suitable values for specific
parameters before the final training. The specific example we dis-
cuss stems from adapting the heart segmentation to a new imaging
modality or imaging protocol.

Going from cardiac CT segmentation to the uncalibrated SSFP
MRI images from Section 4.2.2, we introduce the calibration
scheme denoted with T in Section 4.4. To find a promising choice
for the free parameter L used in this calibration, we performed one
initial (not cross-validated) training offering three different values
for L. In addition, we offered to use the signed or unsigned edge
detector in (7) and offered to use the gray value difference across
the mesh in the constraints. Here, the Simulated Search provides
a performance measure to compare various settings of less intui-
tive parameters such as L or to compare different match function
templates in order to find the most promising ingredients for the
final model training. The setup for the initial training is described
as MR1 in Table 1. The resulting selection rates for different subsets
of function candidates are listed in Table 5. These rates are defined
by the percentage of triangles using the specified template or a fea-
ture Q; from the specified class. E.g., 56% of all triangles select a
function using features with calibration by L = 2. As compared to
L =0 and L = 5, this calibration seems best for this task if a single
value alone should be selected. Furthermore, using (7) with [|Gyof |
instead of s- GL‘?;J‘-I seems preferable. These findings lead to the
training setup MR2 of Table 1 for the segmentation results pre-
sented in Section 5.4.

As stated above, we had no intuitive feeling for the best calibra-
tion parameter L. The feature types Q; that are used to constrain

Table 5

Adaptation gfinal (mm) CT1 e CT3 Selection rates for various match functions for setup MR1.
“max
Global pose 3.8 7.6 18.3 19.7 F using ... Selection (%)
Piecewise affine 1.8 = 4.3 7.6 . limit 296
Deformable 11 - 40 6.4 (7) with s - Gyroj ‘
(7) with |Gt 65.9
Q; withL=0 21.7
Q; with L =2 56.1
Table 4 QwithL=5 17.2
Final errors (mm) averaged over initializations with errors < & Q=T vr 62.5
Adaptation &t (mm) cT! T2 T3 Q) =Thur 853
Q =T 37.7
Global pose 18.0 5.78 3.27 3.16 J = R
Piecewise affine 4.0 2.09 1.63 1.33 Qj=Alkg 403
Deformable 4.0 145 1.02 0.76 “Null” function 4.5
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Fig. 5. Distribution of match functions for setup MR1 using the following features
Q;: (@) Tin, (b) Tour, () T, (d) AT (parameters L, K, R omitted). Red triangles indicate a
selection of the respective feature Q; while the green triangles do not use Q;. The
pictures illustrate the right chambers (left = atrium with the appendage that partly
hides the aorta, right = ventricle) and parts of the large vessels. The pink triangles
on the very left indicate that the “Null” function has been automatically selected for
the cap of the truncated right upper pulmonary vein.

the admissible edges, however, have an intuitive interpretation:
e.g., TiLn‘K‘R with any value for L (right part of Table 5) checks the in-
side gray value. Fig. 5 shows how the selected features are distrib-
uted over the mesh surface. We first observe that the “Null”
function is automatically assigned for most triangles of the arbi-
trarily truncated vessel caps. In Fig. 5, this can be seen for the right
upper pulmonary vein. This selection makes sense since no edges
should be detected. Surprisingly, most other results are not very
intuitive. Looking at the selection for features Q; = Tin, Tous, I', and
AI, we find no evident pattern. E.g., it is not clear why the inside
gray value T, is rarely selected for the right atrial appendage or
the ascending aorta or near the right ventricular apex Locally, other
features seem to yield a better performance such as Al for a large
part of the aorta or the posterior part of the right atrium.

For comparison, we also report the selection rates for features
using calibrated or uncalibrated gray values for CT and MRI. For
CT, the setup CT3 was modified into CT4 to include calibrated fea-
tures. For MRI, the setup MR2 was modified into MR3 to include
uncalibrated features. The results are listed in Table 6. They con-
firm the expectations that the Hounsfield scale in CT delivers cali-
brated gray values that best characterize the different tissues while
MRI clearly benefits from image calibration.

Overall, the results indicate that the Simulated Search helps to
select classes of meaningful features and to identify suitable
parameter settings. Locally, the distribution of the most preferable
feature combination is less intuitive and the statistical training se-
lects match functions that would be hard to assign by mere
intuition.

5.4. Multi-modal heart segmentation

5.4.1. Introduction

Fully automatic whole heart segmentation in CT images has
been presented in Ecabert et al. (2008). Section 5.4.2 briefly sum-
marizes the results. Here, model adaptation cascades the three
algorithms introduced in Section 5.2.2. To automatically initialize
the mesh in a new image, we coarsely localize the heart using a
3D version of the Generalized Hough Transform (GHT) (see also
Appendix A.5). Sections 5.4.3 and 5.4.4 show that the same frame-

Table 6

Selection rates for using calibrated versus original gray values.
F using ... CT (%) MRI (%)
Q; with calibrated gray values 231 90.2
Q; with original gray values 72.6 4.8
“Null” function 41 4.8

work is equally applicable for cardiac segmentation tasks in other
imaging modalities. The Simulated Search is a key to easily train
good boundary models from given training images and corre-
sponding reference segmentations. In addition, the mean shape
as well as the GHT parameters are re-trained. Minor adjustments
of the adaptation chain to cope with particular properties per
application will be explained below. Processing times on a stan-
dard PC are in the order of 10-30 s. Section 5.4.5 compares results
for CT and MRI with the literature.

5.4.2. CT results

For the CT images from Section 4.2.1, experiments are carried
out in the leaving-one-patient-out approach already explained in
Section 5.2.1. Now, the leaving-one-patient-out training includes
the GHT parameters. We localize the heart via the GHT and then
perform the global pose, the piecewise affine, and finally the
deformable adaptation using the match functions CT3 from Table 1.
Table 7 lists the results (see Ecabert et al., 2008). Included is the
distribution of triangle-specific errors ¢ over the mesh surface
(&, averaged over the 28 images n). This distribution indicates
whether some mesh regions have systematically high errors. The
standard deviations specified after the mean errors in Table 7 cover
the variations of {¢;,} both across the triangles i and across the
images n. These numbers appear larger than expected and exceed
the mean errors. This is due to the fact that errors across the trian-
gles per image are not normally distributed and some few high er-
rors result in a high numeric variance. Generally, we find that more
than 90% of the errors are < 2 - &nean. For variations of &mean n across
the images n as typically reported in the literature, see Table 10 in
Section 5.4.5. Fig. 6a-d shows examples of segmentation results.

5.4.3. MRI results

For the MRI data from Section 4.2.2, the GHT parameters were
adapted to localize the blood pool instead of the outer heart con-
tours (see also Peters et al., 2007). During parametric adaptation,
an additional step using a single affine transformation is performed
after the global pose and before the piecewise affine adaptation.
This step improves the final accuracies.

Match functions are trained as described in Table 1 under MR2.
Training and evaluation are performed using 4-fold cross-valida-
tion. The 42 image volumes (all from different patients) are divided

Table 7

Mean errors and distribution of ¢ for the fully automatic segmentation of 28 CT
images using the boundary model CT3 (leaving-one-patient-out evaluation). The
standard deviation specified after the mean error covers the variations of {¢;,} both
across the triangles i and across the images n. For variations across the images n only,
see Table 10 in Section 5.4.5.

Mean+SDev <1mm (%) 1-2mm (%) >2mm (%)
Whole mesh 0.82+1.00 73.7 25.9 04
Left atrium 0.71+0.88 84.8 12.2 3.0
LV endocardium  0.98 +1.32 54.5 43.6 1.9
LV epicardium 0.82 £ 1.07 74.2 25.7 0.1
Right atrium 0.89+0.96 65.1 34.8 0.1
Right ventricle 0.84 £0.94 72.9 27.0 0.1
Aorta trunk 0.74 £0.89 85.6 14.4 0.0
Pulm. artery 0.83 £1.05 77.1 22.0 0.9
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(i) 3D-RA, axial

(j) 3D-RA, axial

(k) 3D-RA, coronal (€) 3D-RA, sagittal

Fig. 6. Fully automatic segmentation results for all discussed imaging modalities (for 12 different patients, using the respective cross-validation models, some images
zoomed). To illustrate contrast variations, window and level settings were fixed for CT and for MRI. For 3D-RA, window and level had to be adjusted per image. In some cases
with unclear boundaries (especially for 3D-RA), the correct anatomy can often be assessed only in 3D, and inspection in all directions (axial, coronal, sagittal) and through

many slices is needed to appreciate the segmentation.

into four sets of 10 or 11 volumes each, and evaluation is per-
formed per set with a model trained on the other three sets.

Table 8 summarizes the errors. These are quantitatively close to
those reported for CT in Table 7. Examples for the segmentation are
shown in Fig. 6e-h.

5.4.4. 3D-RA results

For the 3D-RA data from Section 4.2.3 covering the left atrium
and the pulmonary veins, the LAPV model from Fig. 2 was used.
Here, the parametric adaptation retains the single affine step ex-
plained in Section 5.4.3. The segmentation algorithm is slightly

Table 8
Mean errors (+ standard deviation of {¢;,}) and distribution of &; for 42 steady-state
free-precession MRI volumes (fourfold cross-validation).

Mean+SDev <Imm (%) 1-2mm (%) >2mm (%)
Whole mesh 0.76 + 1.08 76.6 22.7 0.7
Left atrium 072+1.14 80.0 18.1 1.9
LV endocardium  0.69 £ 1.13 83.2 16.8 0.0
LV epicardium 0.83+1.17 68.3 30.5 1.2
Right atrium 0.63 +0.95 87.7 12.3 0.0
Right ventricle 0.74 + 0.96 81.1 18.9 0.0
Aorta trunk 0.60 +0.70 98.5 1.5 0.0
Pulm. artery 0.73£1.11 78.4 21.2 0.4

modified as described in Peters et al. (2008): to cope with the less
predictable geometry of the vessel course, the pulmonary veins are
subdivided into proximal, medial, and distal segments. The atrium
plus the proximal segments share one affine transformation and
each medial and distal segment obtains an own affine transforma-
tion to allow for local re-orientation. During parametric and initial
deformable adaptation, medial and distal segments are excluded
from the external energy. After adapting the atrial mesh and the
proximal parts of the PVs to the image, the local orientation per
vessel is estimated and the medial and distal PV segments are
re-oriented. Adaptation continues, now including the medial seg-
ments of the PVs into the external energy. From the adapted
medial segments, the orientation of the distal segments is finally
estimated and adjusted and a final adaptation is performed for
medial and distal PV segments.

The GHT was adapted to the new model and boundary models
were trained according to 3D-RA from Table 1. This training setup
again includes image calibration because a rotational angiography
protocol without gray value calibration was used and the contrast
agent density in the left atrium was varying across patients. The
calibration scheme introduced in Section 4.4 for MRI is used here
as well to compensate offsets and scalings in the gray values.
Experiments use 11-fold cross-validation, i.e., leaving-3-out mod-
els are trained to segment the three left-out images.
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Table 9
Mean errors (4 standard deviation of {¢;,}) and distribution of ¢; for 33 3D-RA
volumes (11-fold cross-validation).

Mean + SDev <1 mm (%) 1-2 mm (%) >2 mm (%)
Whole mesh 1.31£1.50 48.6 34.9 16.5
Left atrium 1.50£1.70 373 38.9 23.8
Inf. left PV 0.86 £ 0.95 79.8 20.2 0.0
Inf. right PV 0.92 £0.89 723 27.7 0.0
Sup. left PV 0.84 +0.81 80.3 19.7 0.0
Sup. right PV 1.25+1.11 37.2 51.8 11.0

Table 9 summarizes the results for this segmentation task. As
compared to the accuracies achieved on CT and MRI data we ob-
serve larger errors. This, however, was expected since the bound-
aries in the 3D-RA images are more ambiguous (even for human
experts). Especially, the anterior walls of the left atrium lack con-
trast and the transition to the left ventricle is not clearly defined
in the images. For a deeper discussion and comparisons of 3D-RA
segmentation versus meshes obtained from pre-procedurally ac-
quired CT or MRI data, see Manzke et al. (in press). Segmentation
examples are shown in Fig. 6i-1.

5.4.5. Comparison with literature

Early work on cardiac image segmentation focussed exclusively
on the left ventricular endo- and epicardial walls. Atlas-based
methods and shape models have been applied to 2D, 3D, and 4D
(3D +time) data sets from different imaging modalities. For re-
views on 3D left ventricle models and segmentation see, e.g., Fran-
gi et al. (2001), Kaus et al. (2004), van Assen et al. (2006). Surface-
to-surface errors for MR images reported therein from various re-
search groups range from 1.9 to 2.9 mm for endo- and epicardial
walls. Epicardial errors tend to be higher than endocardial errors.

In Mitchell et al. (2001), right and left ventricular boundaries
are segmented in selected 2D short-axis slices from 60 MR images.
Here, Active Appearance Models and Active Shape Models are cas-
caded and image appearance is characterized by Mahalanobis dis-
tances. In Létjonen et al. (2004), a first comprehensive 3D cardiac
model with all four chambers plus epicardium was presented. A
probabilistic atlas is registered to 25 short- and long-axis cardiac
MR images. In Lorenz and von Berg (2006), the mesh model used
in our work is adapted to 10 from the 28 cases of our CT data
set. The used gray value constrained edge detectors are not opti-
mized via the Simulated Search. In Zheng et al. (2008), four cardiac
chamber models plus an LV epicardial model are adapted to 323 CT
images. Automatic object and pose detection uses a new approach
(marginal space learning) and the final adaptation uses a PDM

Table 10

shape model. Boundary detection is performed as explained in Sec-
tion 2.4. Atlas-based methods are recently also applied to whole
heart segmentation of 3D MR images. In Wierzbicki et al. (2008),
models for five cardiac substructures are registered to 10 MR data
sets with thick slices (6 mm). Zhuang et al. (2008) report on an at-
las-based whole heart segmentation in 19 3D MR images with
2 mm voxel size. Finally, a comparison of results using one single
algorithm for 25 CT and 15 MR images is presented in van Assen
et al. (2008). Although only the left ventricle is segmented in thick
short-axis slices and errors are measured for contours per slice, we
include the results here to cover another multi-modal approach.

Table 10 summarizes the segmentation errors of our approach
after initialization with the GHT, after piecewise affine model
adaptation, and after final segmentation for CT and MR images to-
gether with comparable results reported in the literature. An
important difference between the approaches is that apart from
Lorenz and von Berg (2006), Zhuang et al. (2008) and our approach,
all whole heart segmentations use five distinct meshes. Initial
adaptation of these individual meshes involves one registration
per mesh which is similar to our piecewise affine model adaptation
(see Section 5.2.2 and Appendix A.3 and A.4). The respective seg-
mentation errors are, therefore, listed in the column “Piecewise
affine” of Table 10. According to Table 10, our approach leads to
the best segmentation results with the smallest segmentation er-
rors. We note, however, that quantitative comparisons are difficult
since data sets differ not only in contents (patients, cardiac phases,
applied contrast protocols) but also in image quality and resolu-
tion. Also, the cardiac models and the error metrics are not fully
equivalent. Finally, the process of ground truth creation may intro-
duce a bias if the method being tested is involved in the semi-auto-
matic definition of reference segmentations. Even after expert
corrections, some acceptable mesh regions may remain unchanged
and may result in too optimistic error numbers. This was reported
in Lorenz and von Berg (2006) for a second test set where manual
corrections were less strict than for the references used in our
experiments.

6. Conclusion

Robust and accurate boundary detection for complex anatomi-
cal models can be achieved by locally optimized match functions.
A dedicated framework using the Simulated Search has been intro-
duced to estimate the performance for any proposed match func-
tion. This performance measure evaluates the geometric distance
of detected target points from reference boundaries. The measure
operates locally per model landmark and the resulting simulated

Errors at various segmentation stages for CT and MR image segmentation as far as they are reported in the literature. Mean surface errors are given in mm. In parenthesis,
standard deviations of mean errors across the image volumes are specified. These exclude the error variations within each image and are thus smaller than the SDev values
reported in Tables 7-9. The Initialization column lists ‘A’ for automatic and ‘M’ for manual methods. The Regions column lists ‘WH’ for whole heart segmentation, ‘LV’ and ‘RV’ are
left and right ventricles. Remarks: (a) Error ranges describe different images. (b) Error ranges cover the different anatomical regions. (c) Errors describe the average for the whole
heart. For our method, the breakdown to single regions can be found in Tables 7 and 8. (d) RMS instead of mean errors are reported. (e) Errors are measured in 2D per slice. (5) Five

distinct meshes are used.

Reference Initialization Piecewise affine Final results Modality Regions Remarks
van Assen et al. (2008) M 1.02-2.97 CT LV (ae)
Zheng et al. (2008) A 2.51-3.17 (0.75-1.10) 1.13-1.57 (0.38-0.55) CT WH (b) (5)
Lorenz and von Berg (2006) M 2.87 1.11 CT WH (c)

Our approach A 8.14 (3.65) 1.30 (0.21) 0.82 (0.24) CT WH (c)

van Assen et al. (2008) M 1.27-2.05 MR LV (ae)
Mitchell et al. (2001) A 1.71-2.46 (0.82-1.39) MR LV+RV (b,d,e)
Lotjonen et al. (2004) A 2.53(0.70) MR WH (c) (5)
Wierzbicki et al. (2008) M 3.7 (0.7) 3.0 (0.5) MR WH (c,d) (5)
Zhuang et al. (2008) A 2.8 (0.40) 1.8 (0.42) MR WH (c)

Our approach A 8.38 (2.98) 1.53 (0.32) 0.76 (0.30) MR WH (c)
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errors are decoupled from functions assigned to neighboring land-
marks. This measure allows local optimizations that are not prac-
tically feasible by brute-force testing of different globally trained
boundary models.

For the example of fully automated cardiac segmentation, the
advantages of the new training scheme are demonstrated. For CT
images, the influence of increasing initialization errors on the
resulting segmentation is analyzed and the new optimization
scheme is compared to a traditional training approach. The local
optimization of the boundary model via the Simulated Search
clearly extends the capture range and at the same time improves
the final accuracy. Examples illustrate that the Simulated Search
can be used to identify suitable classes of features when addressing
a new segmentation task. The Simulated Search also allows to eas-
ily optimize models for new imaging modalities and imaging
protocols.

Multi-modal image segmentation using the same algorithm and
the same framework to design boundary detection models is feasi-
ble as demonstrated for data bases from CT, MRI, and 3D rotational
X-ray angiography. Starting from our initial experience with CT
images, only minor modifications in the training setup including
image calibration were needed. The Simulated Search automati-
cally selected suitable parameter settings for the new imaging
modalities. For all evaluated applications, fully automatic segmen-
tation is achieved. This illustrates the robustness of the underlying
boundary detection and the optimization scheme.
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Appendix A. Segmentation algorithms
A.1. Introduction

For completeness, this appendix defines the algorithms from
Ecabert et al. (2008) that are used in the experiments of this paper.
Our segmentation approach is based on a triangulated surface
mesh with T triangles and V vertices. The mesh topology is fixed,
i.e., no triangles or vertices are added or removed during adapta-
tion. This property allows to attach dedicated information like ana-
tomical labels or locally optimized match functions F; to each
triangle i.

We use three algorithmic variants for mesh adaptation. The first
two use a parametric shape model while the third allows for local
shape deformations. All algorithms involve the same external en-
ergy to attract the mesh towards detected boundaries. First, target
points are searched along profiles {x{} perpendicular to each trian-
gle according to (2). The external energy then penalizes the
squared distance of each adapting triangle center ¢; from the plane
tangent to the detected image boundary:

VI( target)

b= 30 (5

2
V(x5 (i — x?rget)> : (A1)
i=1
Projecting (c; — x;"*%") onto the direction of the image gradient VI al-
lows cost-free lateral “sliding” of the triangles on the image bound-
aries. The influence of unclear boundaries is reduced by coupling
the factors f; with the “match value” in (2) - for negative values, f;
is set to O:

fi = max {0, Fy(x"5) — D (1= —x,)" | (A2)
The following subsections describe the three adaptation algorithms.
For the fully automatic segmentation chain in Section 5.4, the adap-
tation is preceded by a localization step using the Generalized
Hough Transform. This is described in the last subsection.

A.2. Global pose adaptation

We can treat the complete model as a rigid entity that can be
rotated, translated, and also scaled. The degrees of freedom are
then described by a single similarity transformation .7 g, i.e., all
vertex coordinates are transformed according to:

Yy = ysim[mk] (A3)

Here, m, are vertex coordinates of a mean mesh. After boundary
detection, the adapted vertex coordinates », are obtained by opti-
mizing 7 sm such that E ¢ in (A.1) is minimized. (Note that the tri-
angle centers c; in (A.1) are averages of three vertices v, and thus a
function of Jy,.) This optimization can be interpreted as a rigid
registration with scaling. The procedure of boundary detection
and registration is iterated until some convergence criterion is met.

A.3. Piecewise affine model adaptation

A much refined parametric adaptation can be obtained by treat-
ing P different model parts with independent affine transforma-
tions. For the task of cardiac image segmentation with a mesh
comprising all chambers and other structures, this parametric rep-
resentation was found to describe the major cardiac shape varia-
tions (Ecabert et al., 2006; Ecabert et al., 2008). It is of similar
complexity as a point distribution model (PDM) (Cootes et al.,
1994; Cootes et al., 1995) trained on a multitude of data sets. How-
ever, the model parts can be identified by an expert and the piece-
wise affine transformations can be assigned without any training
images. Each part p (such as the left atrium or the right ventricle)
is now free to undergo an affine transformation 7 ,,. In regions
near transitions between different model parts, the affine transfor-
mations are interpolated to ensure connectivity and smooth tran-
sitions. Formally, we get:

Yy = Z Wi D

Here, prk_p =1 for each vertex k. Now, the free parameters are
those of all affine transformations 7 . As for the pose adaptation
with one global similarity transformation (A.3), we iteratively
search target points and then optimize all transformation parame-
ters with respect to the external energy (A.1).

affp mk] (A4)

A.4. Deformable model adaptation

To obtain a locally accurate segmentation, we adopt the shape-
constrained deformable models introduced in Weese et al. (2001).
This framework is based on a parametric shape model such as, e.g.,
(A.3) or (A4). In addition to the parametric shape transformations,
it allows local deformations. These are controlled by an internal
energy which penalizes differences of edge lengths and orienta-
tions between the adapting mesh and the registered shape model.
For the parametric shape model (A.4), we formulate the internal
energy as follows:

SIS

k=1 (eN(k) p=1

Wk,p . ((vk - vé‘) -

]

(T ateplMi] — T asep [md))z- (A5)
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Here, N(k) is the set of edge-connected neighbor vertices for vertex
k. Vertex coordinates v, are now also treated as free parameters (in
addition to the parameters of all 7 ,,) and model adaptation min-
imizes a total energy:

Etot = Eext +o- Eint~ (AG)

Here, o balances the contribution of both energies. Again, boundary
detection and energy minimization are iterated. In practice, the free
parameters are updated in two steps. First, a piecewise registration
of the mean shape {m,} to the current (adapting) shape {w,} is per-
formed by minimizing (A.5) with respect to all Ty ,. Then, the Ty,
are fixed and the vertex coordinates become free variables during
the minimization of the total energy (A.6).

A.5. 3D Generalized Hough Transform

To automatically place the mesh in the image region containing
the organ of interest, a coarse localization can be performed using
the Generalized Hough Transform (GHT) (Ballard, 1981). To this
end, a 3D version of the GHT has been developed and described
in detail in Ecabert et al. (2008). It starts by converting the 3D im-
age volume to an edge image that may be downsampled to a very
coarse resolution for acceleration if demands on accuracy are lim-
ited (our implementation downsamples the images to voxels of
3 mm edge length). The algorithm operates by shifting a template
of the model edges across the current edge image. Coinciding edge
voxels between the current image and the shifted template with
similar edge orientation are counted and the shift parameters with
maximum count are taken as solution. For practical implementa-
tion, the detailed formalism from Ecabert et al. (2008, Section IV)
uses so-called R-tables. In principle, further degrees of freedom
such as rotation and scaling can be introduced into the matching
algorithm. In 3D, exploring a full affine transformation space is
prohibitive due the high-dimensional parameter space. Our imple-
mentation therefore estimates only translation (three parameters)
and tests a small set of isotropic scaling operations. To account for
shape variations in the matching process, the edge template is
composed from edge models corresponding to a variety of individ-
ual organ shapes.
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