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Abstract—The quality of side information plays a key role
in distributed video coding. In this paper, we propose a new
approach that consists in combining global and local motion
compensation at the decoder side. The parameters of the glab
motion are estimated at the encoder using Scale Invariant Feure
Transform (SIFT) features. Those estimated parameters arsent
to the decoder in order to generate a globally motion compen-
sated side information. Conversely, a locally motion compesated
side information is generated at the decoder based on motien
compensated temporal interpolation of neighboring referace
frames. Moreover, an improved fusion of global and local
side information during the decoding process is achieved irgg
the partially decoded Wyner-Ziv frame and decoded referene
frames. The proposed technique improves significantly thewglity
of the side information, especially for sequences containg high
global motion. Experimental results show that, as far as theate-
distortion performance is concerned, the proposed approdtcan
achieve a PSNR improvement of up tol.9 dB for a GOP size of
2 and up to 4.65 dB for larger GOP sizes, with respect to the
reference DISCOVER codec.

Index Terms—Distributed Video Coding, Wyner-Ziv Coding,
Side Information Refinement, Global Motion, Local Moaotion,
Rate-Distortion Performance.

|. INTRODUCTION

Distributed Video Coding (DVC) is a new paradigm in video
communication, which fits well these scenarios since it &sab
the exploitation of the similarities among successive am
at the decoder side, making the encoder less complex. Thus,
the task of motion estimation and compensation is shifted
to the decoder. From information theory, the Slepian-Wolf
theorem for lossless compression [2] states that it is plessi
to encode correlated sources (let us call them X and Y)
independently and decode them jointly, while achieving the
same rate bounds which can be attained in the case of joint
encoding and decoding. The Wyner-Ziv (WZ) theorem [3]
extends the Slepian-Wolf one to the case of lossy compmessio
of X when Side Information (SI) Y is available at the decoder.

Based on these theoretical results, practical implemientat
of DVC have been proposed [4], [5]. The European project
DISCOVER [6], [7] came up with one of the most efficient and
popular existing architectures. More specifically, it isé&ea on
transform domain WZ coding. The images of the sequence are
split into two sets of frames, key frames (KFs) and Wyner-
Ziv frames (WZFs). The Group of Pictures (GOP) of size
n is defined as a set of frames consisting of one KF and
n—1WZFs. The KFs are independently encoded and decoded
using Intra coding techniques such as H.264/AVC Intra mode

N video coding standards like ISO/IEC MPEG and ITU-Tor JPEG2000. The WZFs are separately transformed and
H.26x, motion estimation and compensation are performgdantized, and a systematic channel code is applied to the

at the encoder in order to achieve high rate-distortionguerf resulting coefficients. Only the parity bits are kept, anat $e
mance, while the decoder can directly use the motion vectehe decoder upon request. This can be seen as a Slepian-Wolf
to decode the sequence. This architecture makes the encadeler applied to the quantized transform coefficients. At th
much more complex than the decoder [1]. This asymmetdgcoder, the reconstructed reference frames are used to com
in complexity is well-suited for applications where the eid pute the Side Information (SI), which is an estimation of the
sequence is encoded once and decoded many times, sucias being decoded. In order to produce the SI, DISCOVER
broadcasting or video-on-demand streaming systems. Hawses Motion-Compensated Temporal Interpolation (MCT]L) [8
ever, some recent applications such as wireless videoisurvEinally, a channel decoder uses the parity information to
lance, multimedia sensor networks, wireless PC cameras, aorrect the Sl, thus reconstructing the WZF. Straightfodia
mobile cameras phones require a low complexity encodinggenerating a more accurate Sl is very important, since itavou
while possibly affording a high complexity decoding. result in a reduced amount of parity information requestged b
the decoder through the return channel. At the same time,
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global and local Sl at the decoder. The global motion parame-
ters are computed at the encoder, while keeping a low engodin
complexity. For a given WZF, feature points of the original
reference frames and of the original WZF are extracted by
carrying out the Scale-Invariant Feature Transform (SIET)
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Fig. 2. MCTI technique [8].
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Fig. 1. Interpolation steps for a GOP size

algorithm. Then, a matching between these feature points is

applied. Next, we need to find the matches which belong 0 thg £ the interpolation of F1, the reference frames are the
global motion in the scene. We propose an efficient algorithgl: £q and the previously decoded WZF F2. This hierarchical
which consists in eliminating iteratively the false matstieie interpolation order has been shown to be optimal for a GOP

to local motion, in order to estimate the parameters of aajloh¢ g e 4 [11]. The WZF encoding and decoding procedures
motion model between the current WZF and the backwagll, qetailed in the following.

or forward reference frame. The parameters of the global

model are sent to the decoder in order to generate a S| based Wyner-Ziv encoder - At the encoder side, the WZF is
on Global Motion Compensation (GMC), and referred to as first transformed using & x 4 integer Discrete Cosine
GMC SI. On the other hand, another Sl is estimated using Transform (DCT). The integer DCT coefficients of the
the MCTI technique (local estimation) with spatial motion ~ whole WZF are then organized int$ bands. The DC
smoothing, exactly as in DISCOVER codec [6][7]. This SI  coefficients are placed in the first band, and the other
will be called MCTI SI. Then, a fusion of GMC Sl and MCTI  coefficients are grouped in the AC bands.

Sl is performed; it will be referred to as the First Fusion SI  Next, each integer DCT coefficient is uniformly quan-
(FFSI). tized. The quantization step depends only on the band.
In addition, we also propose to successively improve the The resulting quantized symbols are then split into bit
fusion of GMC SI and MCTI Sl, after the decoding of each  planes. For a given band, the bits of the same significance
DCT band. Starting with the FFSI, the decoder reconstructs a are grouped together in order to form the corresponding
Partially Decoded Wyner-Ziv Frame (PDWZF) by correcting ~ bit plane, which is then independently encoded using a
the FFSI with the parity bits of the first DCT band. In this  rate-compatible Low-Density Parity Check Accumulate
technique, two variations are proposed to enhance therfusio (LDPCA) code. The parity information is then stored
The first one consists in improving the fusion after decoding in a buffer and progressively sent (upon request) to the

the first DCT band, using the decoded DC coefficients of the ~decoder, while the systematic bits are discarded.
PDWZF. It is important to note here that this method is very « Generation of side information -
efficient in terms of computational load. The second method In the DISCOVER scheme, the MCTI technique is used
consists in improving the FFSI using the PDWZF along with  to generate the Sl [8] at the decoder side. Figure 2
the backward and forward reference frames. This method Sshows the architecture of the MCTI technique. The frame
consists in re-estimating the false motion vectors obthine interpolation framework is composed of four modules to
the MCTI technique, similarly to [10], after the decoding of ~ obtain high quality SI as follows: Both reference frames
each DCT band. Finally, the fusion between GMC S| and are first low-pass filtered in order to improve the motion
MCTI Sl is iterated after each improvement of the PDWZF.  vector reliability, followed by forward motion estimation
This paper is structured as follows. First, the related wisrk between the backward and forward reference frames, bi-
introduced in Section 2. The process that generates the GMC directional motion estimation to refine the motion vectors,
S| frame using the global motion and the fusion technique Spatial smoothing of motion vectors in order to achieve
of MCTI SI and GMC SI frames are depicted in Section 3.  higher motion field spatial coherence, and finally bi-
Moreover, the improvement of the fusion using two different ~ directional motion compensation.
approaches is illustrated in the same Section 3. Experahent » Wyner-Ziv decoder - A block-based! x 4 integer DCT
results are shown in Section 4 in order to evaluate and campar is carried out over the generated Sl in order to obtain the
the RD performance of the proposed approaches. Finally, integer DCT coefficients, which can be seen as a noisy
conclusions are drawn in Section 5. version of the WZF DCT coefficients. Then, the LDPCA
decoder corrects the bit errors in the DCT transformed S,
Il. RELATED WORK using the parity bits of WZF requested from the encoder
) through the feedback channel. To decide whether more
A. DISCOVER Architecture parity bits are needed for the successful decoding, the
In this section, we briefly present the DISCOVER codec [6], convergence is tested by computing the syndrome check
[7]. First, the input video sequence is divided into WZFs and  error.
KFs. The latter are encoded using H.264/AVC Intra coding. « Reconstruction and inverse transform - The recon-
Figure 1 shows all the necessary interpolations for a GOP of struction corresponds to the inverse of the quantization
size4. For example, during the interpolation of WZF F2, the  using the SI DCT coefficients and the decoded Wyner-
forward and backward reference frames are the KFs FO and Ziv DCT coefficients. Leti be the decoded quantization



WZFs

1
R 1
Uniform Channel Channel Recon—
beT Quantizer Encoder Buffer : Decoder struction IbCT
| Decoded
WZFs
1
1
| DCT
1
' r
1
1 .
| Fusion
Global |
Motion |
< Parameters
$IFT featur_e Affine para_meters ! GMC SI MCTI SI
points extraction matching !
1 T
I L
1 Frame
| Buffer
1
1
KFs !
H.264/AVC 1 H.264/AVC
Intra Coder ! Intra Decoder Decoded
1

KFs

Fig. 3. Overall structure of the proposed DVC codec.

index andy the SI DCT coefficient. The reconstructionfast motion, etc. In this case, a hash information may be
step [12] consists in computing the expectatibn= transmitted to the decoder in order to improve the Sl. Howeve
E[z|z € Bi,y|, where B; is the quantization interval the encoder needs to determine in advance the regions where
corresponding to the index After that, the inversd x 4 the interpolation at the decoder would fail. In [21][22],sha
integer DCT transform is carried out, and the entire frameformation is extracted from the WZF being encoded and sent

is restored in the pixel domain. only for the macroblocks where the sum of squared difference
between the previous reference frame and the WZF is greater
B. Improved Side Information Generation than a certain threshold.

In [23], the authors proposed a Witsenhausen-Wyner Video

The goal in terms of compression is to achieve a coding" ) e
oding (WWVC) that employs forward motion estimation at

efficiency similar to the best available hybrid video codin

schemes. However, DVC has not reached the performa 8 encoder and sends the motion vectors to the decoder to
level of classical inter frame coding yet. This is in part doe generate the Sl. This WWVC scheme achieves better perfor-

the quality of the SI, which has a strong impact on the fingpance than H.264/AVC in noisy networks and suffers a limited
Rate-Distortion (RD) performance. loss (up to 0.5 dB compared to H.264/AVC) in noiseless

Several works have been proposed in order to enhance %\é\ﬂ_nel. The authors in [24] proposed a novel frameV\_/ork
Sl. A solution proposed by Ascenset al. [13] for pixel that mtegrates f‘he gra_ph-l_aas_ed segmen_te_ltlon r_:md matu:hlng
domain DVC uses a motion compensated refinement of theg§nerate interview Sl in Distributed Multiview Video Codin
successively after each decoded bit plane, in order toaehie In [25][26][27], the authors presented DVC schemes that
a better reconstruction of the decoded WZF. In [14], a novépnsist in performing the motion estimation both at the en-
DVC successive refinement approach is proposed to imprdigder and decoder. In [25], the authors propose a pixel-doma
the motion compensation accuracy and the SlI. This approd¥C scheme, which consists in combining low complexity
is based on the N-Queen sub-sampling pattern. bit plane motion estimation at the encoder side, with motion

In VISNET Il codec [15], the refinement process of th€ompensated frame interpolation at the decoder side. Wepro
S| is carried out after decoding all DCT bands in orddhents are shown for sequences containing fast and complex
to improve reconstruction [16] In [10][17]’ approaches arn]Otion. The authors in [26] present a DVC scheme where the
proposed for transform-domain DVC based on the successt@gk of motion estimation is performed both at the encoder
refinement of the Sl after each decoded DCT band. In [18nd decoder. Results have shown that the cooperation of the
a solution is proposed based on the successive refinemene@goder and decoder can reduce the overall computational
the SI using adaptive search area for long duration GOPsGaMmplexity while improving coding efficiency. Finally, a [/
transform-domain DVC. High-order motion interpolationshascheme proposed by Dufaet al. [27] consists in combining
been proposed [_‘]_9] in order to cope with Object motion W"ﬂ'le glObal and local motion estimations at the encoder. In
non-zero acceleration. In [20], global motion is estimased this scheme, the motion estimation and compensation are
the decoder in order to adapt temporal inter-/extrapatdio  Performed both at the encoder and decoder.

S| generation. On the contrary, in this paper, the local motion estimation

Commonly, the Sl is generated by applying the MCTiks only performed in the decoder, while the global motion pa-
techniqgue on consecutive reference frames and already na@meters are estimated in the encoder using a SIFT algarithm
constructed WZFs. The quality of the Sl is poor in certailt is important to note that the encoding complexity is kept
regions of the video scene, like in areas of partial occhsio low. The global parameters are sent to the decoder to estimat



the GMC S| and the combination between the GMC SI and
MCTI Sl is made at the decoder side.
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The block diagram of our proposed codec architecture i
depicted in Figure 3. It is based on the DISCOVER code
[6][7]. The shaded (green) blocks correspond to the fou
new modules introduced in this paper: SIFT feature point
extraction, affine parameters matching, computation of GM(
Sl, and fusion of GMC S| and MCTI SlI.
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frames. First, SIFT feature points are extracted from th
original reference and WZ frames. Second, global motio
parameters are derived from matched feature points. The
technique is described in Subsection A.

At the decoder, the MCTI Sl generation is based on bloc v v
matching using the decoded reference frames, while the GM|C 6.i=i+1 ] Th,fa?asrt%”&aéfsd

Sl is estimated by applying the global parameters on the |
decoded reference frames. Afterwards, the fusion of the two
Sl is carried out in order to obtain the FFSI. The fusion stefig. 5. Flowchart diagram of the proposed global model paters
is described in Subsection B. estimation.

Two techniques are then proposed to further improve per-

formance. The improvement of the fusion using the decodgdihes that exist on individual objects of the scene and
DC coefficients is described in Subsection C. Finally, th&respond to local motion. The motion parameters between

refineme_nt of the_ MCT' Sland the fusion during the deCOdi%e WZF and the forward reference frame are estimated in the
process is described in Subsection D. same way.

The motion parameters are estimated by minimizing:

A. Global Motion Estimation and Compensation

N
F|ggre 4 shows the bIock. diagram of the proposed GMC Jo E :f(Ei) (1)
technique. At the encoder side, we extract the feature point =
of the two consecutive original reference frames (forwarg:
and backward reference frames) and the feature points of the E; if £, <T

i i i f(E) = :
original WZF. These feature points are extracted by applyin 0 otherwise
the SIFT algorithm [9]. Once the feature p0|nt§ are exticte where ; represents the error of feature match number
we apply the matching between the feature points of the WZF

X nd N represents the number of the feature matches between

and the backward (and forward) reference frame in order fo .

. . the two frames. In order to increase the robustness to false
estimate the global motion parameters. : . . )

. : f%ature matches, a threshdldis defined according to a fixed

In this paper, several global motion models are analyze ) )
. . rcentage, in order to take into account only the most adeur
in order to choose the most suited one for our proloOsgegature matches. The error of feature match nunmizedefined
method. Three parametric models are considered: tramsédti '

motion model (two parameters), affine motion model (si';’}s'

N
parameters), and perspective motion model (eight parag)ete E;, = Z (ug — )% + (vs — 7). (2)
The perspective motion model is defined as follows: i=1
u; = (ao+ agz; + azyi)/(aszi + ary; + 1) where
vi = (a1 +asxi + asyi)/(asTi + azy; + 1) Ti = Qe + G2e%; + a3eyi/(Apeti + areyi + 1)
5i = Gl + Q4eTi + aseyi/(a6eti + areyi + 1)

where (g, a1, ...,a7) are the motion parametersg;( v;)
denotes the pixel location in the WZF, and;(v;) the (r;,s;) are the coordinates in the backward or forward
corresponding position in the backward or forward refeeenceference frame, corresponding to the feature p@inty;)

frame. The affineds = a7 = 0) and the translationat = in the WZF, according to the actual estimated parameters
as = 1,a3 = ag = ag = ay = 0) models are particular caseSage, aic, ..., a7e)-
of the perspective model. The flowchart diagram of the proposed algorithm for the

Afterwards, we carry out an efficient algorithm on thesestimation of the global model parameters is depicted in
feature matches that estimates the parameters of the mdelgure 5. The two transformd} and 7 are the motion
between the WZF and the backward reference frame. Thiedels between the original WZF and the backward and
algorithm allows us to remove the false matches, the forward original reference frames, respectively. As shown
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Fig. 4. Block diagram of the proposed GMC technique.

Fig. 6. The obtained feature matches between frairfesind 21 of Bus
sequence before (blue, top) and after (red, bottom) applyfre proposed
algorithm.

Frame number (3) of Stefan sequence - GOP =4

Fig. 7. Sl generated by GMC.

the diagram, the algorithm consists of the following steps t
estimate the parameters of the two transfoffpsind 77:

Step 1 - N feature matches are obtained between

feature matches are taken< N). This step allows

a quick and accurate convergence of the algorithm.
Step 3 - The parameters of the modé}, respec-
tively 7'y, are estimated by minimizing the Euclidean
distance taking thes feature matches,e., between
the feature points in the WZF and the corresponding
feature points in the backward or forward reference
frame.

Step 4 - The error of each matck; (n matches) is
computed according to Equation (2). If the maximum
error Epur (Fma: = max(FE;)) is greater than a
thresholdT,, go to Step 5 Otherwise, go t&tep 7.
Steps 5 and 6 - The feature matches which give
the largest errors (the top T% of the distributifi)

are discarded, and the rest of the feature matches are
taken for the next iterationi & ¢ + 1).

Step 7 - The feature matches of the entire franié (
feature matches) are fed into the estimated model to
identify the valid feature matches. The feature match
that gives an error greater thdn is considered to
be as false match (belongs to the local motion) and
discarded.

Step 8 - Finally, the algorithm computes once again
the parameters of the modé}, respectivelyl’;, by
taking into account only the valid feature matches
(belonging to the global motion) of the entire frame.
In this algorithm, at mosdV,,,... iterations are carried
out. In most cases, the algorithm converges rapidly
before the N,,,, iterations. We have empirically
chosenN,,.. = 5 andT, = 1 in our simulations.

the original WZ and the reference original (backward Figure 6 shows the feature matches between the frames

and forward) frame. Typically, a large number of'©- 17 and 21 of Bus sequence. The top frames represent
matches are found. However, in the unlikely casihe feature matches (blue) obtained by applying the method
where no matches are found (e.g. in the case i¥ [9]. The bottom frames represent the feature matchey (red
shot cut), the global motion estimation procedure @btained by carrying out our algorithm. It is clear that the-p

stopped and only MCTI Sl is used.

posed technique discards all the feature matches corrdsmpn

Step 2 - Commonly, the moving objects appeaf© local motion.

in the center of the frame. In order to increase The parameters of these transforms are computed at the
the probability of the feature matches belonging tgncoder. Finally, these estimated parametérsn(case of a

the global motion compared to the local motiontranslational model]2 in case of an affine model ar6 for

the proposed algorithm takes the feature points thite perspective model) are sent to the decoder for each WZF.
belong to the top and bottom quarters of the frame (At the decoder side, the parameters Bf and T are
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—— SI, and it is shown on the right. However, when the pixels
, are black (on the border of the image due to the shift) in the
backward GMC Sl frame, only the pixels of the forward GMC
S| frame are taken for the GMC SI, and vice versa.

The experimental determination of the quality of GMC

28
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24 R

PSNR [dB]

* o SI, estimated for various global motion models, is shown in
=0 Y] Figure 8 for Stefan, Bus, and Foreman sequences (QCIF, at
18- L7y . 15 Hz) for all frames. As it can be seen from the obtained
16} . results, the translation model allows a small gain in the
Frame number Foreman sequence, but it generally fails when the global

Foreman sequence

a0 motion becomes more complicated. On the other hand, the
perspective model is less robust in the case of noisy matches
Therefore, the affine model will be adopted for the rest of thi
paper.

For the affine parameters, in this paper, we encode each
parameter ori5 bits as follows: Firstas andas represent the

scale parameters;3 and ay represent the shear parameters

PSNR [dB]

20r — 4 — Translation

—w— Affine and the parameters anda; represent the translation vector
Eoripecve between the two frames. In a video sequence, the amount
55 10 20 30 40 50 60 70 80 € ! i ) q i ! i
Frame number of scaling and shearing between successive frames remains
Bus sequence . .
26 ‘ ‘ ‘ ‘ — typically small, whereas the translation vector may bedarg
25k _"—’;;“:;eve Figure 9 represents the average PSNR of the GMC SI frames

in terms of number of bits per parameter for Stefan sequence,
for a GOP size of2. The quality of the GMC Sl becomes
stationary after 2 bits per parameter.

Specifically, the parameters, and a5 can be written as
1+sx f, wheres is the sign and is a positive floating number
(f < 1). We encodes and f on 1 bit and 14 bits respectively.
19k = = = — e a— — The parametergs; anda4 can be written as x f, wheres is

Frame numper the sign of the number anflis a positive floating numberf(<
1). We encodes and f on 1 bit and 14 bits respectively. For
Fig. 8. PSNR of GMC S| for Stefan, Foreman, and Bus sequerfoes, the translation paramgteazg an.dal, the maximur_‘n translation
various global motion models. between two frames is considered to h&28 pixels. Thus,
these parameters can be writtensas (n + f), wheres, n,

Stefan sequence ‘ and f represent the sign of the number, an integer number
(n < 128) and a positive floating numbef (< 1) respectively.
Then, s is encoded onl bit, n and f are encoded o bits
respectively.

For the case of a video at QCIF resolution arsdHz with
a GOP size o, the supplementary data burden will be only
180 bhits (15 bits/parameter) per WZFL (@35 kbps). Thus, the
resulting bitrate overhead to transmit the global paramsete

10 12 14 16 16 negligible.

Number of bits / parameter

PSNR [dB]

245

PSNR [dB]
N N
NNy Wy
RS

N
N

N
=
o

©

Fig. 9. Average PSNR of the GMC SI frames in terms of numberitsf b B. Fusion of MCTIl and GMC Sl

per parameter for Stefan sequence, for a GOP size of The current section deals with the fusion between MCTI Sl

and GMC SI, both generated at the decoder, as described in

gbe previous sections. The block size adopted for the fusion
ep is4 x 4 pixels. Figure 10 shows the combination of the
lobal and local motion estimations. For a given bldgkin

&1@ current Sl (Figure 10), the following steps are carriatd o

respectively applied to the backward and forward decod
reference frames in order to estimate the GMC SI. Similar
to MCTI SI, the GMC Sl is obtained by averaging bot
backward and forward predictions. Figure 7 shows an exam

of computation of a GMC SI; the left image represents the Step 1 - The SAD is computed between the
backward GMC SI, wherel}, is applied to the backward corresponding blockds;, and By in the backward
reference frame, and the central image represents the fibrwa and forward reference frames_, these blocks being
GMC S|, whereT is applied to the forward reference frame. determined by the MCTI technique.

Finally, the average between the pixels of the backward and
the forward GMC SI frames is computed to generate the GMC SADwycrr = |Biy — Biyl 3)
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In the following, two different approaches are introduced
to improve the fusion of GMC SI and MCTI SI during the
decoding process. The first one consists in improving the
fusion using the decoded DC coefficients. The second one
consists in refining the MCTI SI during the decoding of the

Step 2 - The global transformd}, and 7 are ap- pCT pands, and, at the same time, successively improving the

plied to the backward and forward reference framggsion between the two SI frames using the PDWZF.
respectively. The corresponding blocks to the current

block B are now directlyB,, and B,y in the same

position of the current block. Then, the SAD betweef- Improving the fusion by using decoded DC coefficients

By, and B, is computed.

SADGMC = |ng — Bgf|

Once the decoded DC coefficients are obtained after de-
coding the first DCT band, the proposed approach which
consists in combining the global and local motion estimatio

Step 3 - Finally, in order to combine the globalis improved using these decoded DC coefficients (this method

and local motion estimations, the correspondingill be referred to as DCcoefs). Then, the improved Sl is

blocks which give the smallest SADSAD;crr

used to decode the remaining DCT coefficients, the AC

or SADgc) are taken for the FFSI (from MCTI coefficients. This improved technique is motivated by the

S| or GMC SI). At the border of the image, if thefact that the enhancement of the SI significantly reduces the
pixels of the blockB,, or B, are black due to amount of requested parity bits through the feedback channe
the shift resulting from the application of the globahs well as the decoder processing time.

transforms, the average between MCTI S| and GMC Recall that the WZF is transformed usingdax 4 block-

Sl is computed to generate the fusion of these blocksised integer DCT. The DC coefficients are quantized using
(in this case, the pixels in the GMC SI is onlya quantization step Qstep. In order to improve the fusion, fo

estimated fromB,, if the block B, is black and each block in the current WZF, the decoded DC coefficient is

vice versa).

compared to the DC coefficient of the FFSI (Fusion of MCTI

The error distribution between the corresponding DCP! and GMC Si). _
bands of FFSI and WZFs is necessary for the Slepian-WolfFor the current block in the FFSI, let D2 be the decoded
decoder, in order to correct the errors in the DCT FF§uantization DC coefficient. We refer to the quantization
coefficients. However, the original WZFs are not availalle #terval which corresponds to DR by the term ‘correct

the receiver. Furthermore, an offline process for detemmginiinterval

, as shown in Figure 11. Let ‘Middle’ be the center

this distribution is not realistic, since it requires eitithe ©f the correct interval and FF5E the DC coefficient of the

encoder to recreate the Sl or to have the original data ¥eilaFFS! transformed using &x 4 block-based integer DCT. The
at the decoder. In [28], the correlation noise is estimatéd-S! enhancement technique is described by several steps as

online at the decoder, using the residual frame between flRows:
backward and forward motion compensated reference frames
as a confidence measure for the frame interpolation operatio
In this paper, this approach is adopted for the MCTI SI. For
GMC SlI, the difference between the transformed decoded
reference frames (by applying the transforfis and T%)

is computed to create the residual frame for the correlation
noise. Finally, the correlation noise for FFSI is estimalbgd
combining the two residual frames in the same manner as
in Figure 10. In other words, the two residual frames are
combined according to the fusion scheme of MCTI S| and
GMC SI.

Step 1 - If FFSIp¢ is within the correct interval of
the decoded DC coefficient, the fusion for this block
can be considered to be accurate, and this block is
not changed. Otherwise, go &tep 2

Step 2 - The distance between the DC coefficient of
MCTI Sl and the Middle is computed (this distance
is referred to asDy;c7r), as well as the distance
between the DC coefficient of GMC Sl and the
Middle (referred to agarc)-

Step 3 - The smallest distance betweén,-7; and
Daace is chosen to determine the best candidate for



Stefan sequence — GOP = 2

the new SI, except if the difference between the
distances is smaller than the half of Qstep. In tl
case, the average of the two blocks (from MCTI
and GMC SI) is computed for the new SI.

In summary, this method is described as follows:

PSNR [dB]

if DDpc < FFSIpe < DDpe + Qstep
e The fusion for this block is considered to be relie ; ; ; ; ; ; ;
otherwise [¢] 10 20 30 p,am;gumber 50 60 70 80

if |D]WCTI — DGMC| < Qstep/2 20 Sus sequence — SR 2

e The fusion for this block is considered to be

the average of the two blocks 27

(MCTI SI and GMC SI) =t
otherwise g 25

e The fusion for this block is considered to be S S

the block which is closer to Middle

(MCTI Sl or GMC SI)

21
[

L L L L L I L
5 10 15 20 25 30 35 40
Frame number

D. Refining MCTI Sl and fusion by using the PDWZF

The motion vectors estimated by the MCTI technique -
certain blocks can be erroneous, especially in sequences
taining high motion. For this reason, we aim at re-estingat
suspect vectors by integrating the algorithm that we folyne il
proposed in [10], due to its high performance. This algonitl
is applied after the decoding of each DCT band. Furtherm: !
the fusion between the global and local motion estimatit
is carried out after each improvement of the local moti TRLE T L
estimation using the PDWZF (this method will be referr. - Fremenmeer
to as RefMCTI).

This algorithm consists in re-estimating the vectors s
pected of being false. In order to identify these vectors
thresholdT; is used. For a given block’(x 8 pixels), the
Mean of Absolute Differences (MAD) between the PDWz
and the MCTI Sl is calculated and compared/toas follows:

Stefan sequence - GOP = 4
T

Bus sequence - GOP = 4
T

MAD (MCTI SI, PDWZFMV)) < T, (5) IR ’ o

EJ
Frame number

whereMV = (MV,, MV,) is the candidate motion vecto..
Even though the block size &x 8 pixels, an extended block
of 12 x 12 p|>.(els IS CODSIFjered when .the MAD IS. cpmpqtgd ig. 12. PSNR of MCTI SI, GMC SlI, and the fusion of MCTI Sl and GM
If Eq. (5) is not satisfied, the motion vector is identifieds (Frsi) for Stefan and Bus sequences for a GOP size afd 4.
as a suspicious vector and will be re-estimated. Otherwise

(Eq. (5) is satisfied), the motion vect®IV for this block

is only refined twice within a small search area; the fir§tep the fusion of MCTI SI and GMC S is applied using
time, after the decoding of the first DCT band and thg. ppwzF: For each block in the actual Q% 4 pixels),

second time after the decoding of all DCT bands. This steRs sAD between the PDWZF and MCTI S (or GMC SI) is
consists in relaxing the symmetric bidirectional motioctees computed using a window f x 8 pixels as follows:

constrained in MCTI and allows a small refinement of those

estimated motion vectors. In the simulations of this payper 3 3

- ) ’ SAD(aSI,PDWZF) = > s
have setT; = 6 after preliminary tests, in such a way to (oS, P =i a e (6)
achieve high performance with a low computational load. |aSI(i + zo, j + yo) — PDWZHi + 20,7 + yo)|

The refinement of MCTI Sl is applied during the decoding
process by using this algorithm after decoding each DGW¥hereaSl is the MCTI SI or GMC SI, andzg,yo) is the
band. It starts by a first decoding of the FFSI frame. the coordinate of the center pixel of the current block. Thedasi
S| obtained after the first fusion of MCTI SI and GMC Slonsists in choosing the most similar block in MCTI Sl or
using the parity bits of the first DCT band. The reconstructgdMC Sl to the current block in PDWZF. In other words, the
PDWZF is then used for refinement, together with the backiock which gives the smallest SAD is chosen for the next Sl.
ward and forward reference frames. After each refinement
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Fig. 15. Percentage of blocks in FFSI from MCTI, GMC, and therage
of MCTI and GMC for Stefan, Foreman, and Bus sequences.

of the GMC Sl is better than the MCTI Sl in most cases.
- — = However, for Bus sequence, the MCTI Sl is better than the
GMC SI (PSNR —22.65 dB) Fusion (PSNR = 28.38 dB) GMC SI most of the time. It is clear that the fusion of global
and local motion estimations (FFSI before any refinement)

Fig. 14. MCTI Sl (top-right) - GMC Sl (bottom-left) - Fusionf ACTI SI  achieves the best quality Sl almost for all frames in the two
and GMC SI (bottom-right) - Frame numbgt of Bus sequence.

sequences.
Figure 13 shows the visual quality of the Sl for Stefan
IV. EXPERIMENTAL RESULTS (frame number4). The Sl obtained by DISCOVER codec

(MCTI) contains block artifacts (top-right 20.94 dB). On
In order to evaluate the performance of the proposed mefs onrary, the SI obtained by the GMC technique is free

ods, we performed extensive simulations, adopting the sagigy, these  artifacts (bottom-left 22.51 dB). The improve-
test conditions as described in DISCOVER [6], [VE. test ant of the S| obtained with our proposed method (bottom-

video sequences are at QCIF spatial resolution and sampleg a.; _ 25.88 dB) by combining the global and local motion
15 frames/sec. The obtained results are compared to the DiQtimations is up ta dB better compared to MCTI. Figure 14
COVER codec, the reference results [10], the H.264/AVCaIntrshowS the visual quality of the SI for Bus (frame numbey.

(Main profile), H.264/AVC No motioni(e. all motion vectors |, s case, the SI obtained by MCTI technique is better than
are zero), and H.264/AVC with Inter prediction and MOtioR o | obtained by the GMC technique. However, the fusion
estimation in Main profile exploiting temporal redundanny i global and local motion estimations can achieve a gain up
a IB...IB... structure. to 4 dB compared to MCTI for this frame.
Figure 15 shows the percentage of blocks that are taken
A. Sl performance assessment from the MCTI SI, the GMC SI, and both the MCTI SI and
Figure 12 shows the SI PSNR for Stefan and Bus sequend8d/C Sl (average) during the fusion of global and local motion
for a GOP size oR and 4. For Stefan sequence, the qualityestimations (FFSI before any refinement) for Stefan, Forema
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TABLE |
RATE-DISTORTION PERFORMANCE GAIN FOFStefan Bus Foreman AND
CoastguardsEQUENCES TOWARDDISCOVERCODEC, USING
BJONTEGAARD METRIC

Stefan | Bus
GMC [ Fusion | Oracle | GMC [ Fusion | Oracle
GOP size = 2
AR (%) -21.52 ‘ -22.58 ‘ -28.37 ‘ 4.19 ‘ -14.72 ‘ -21.02
Apsnr[dB] | 1.47 1.53 2.01 0.2 0.9 1.3
GOP size = 4
AR (%) -40.34 ‘ -40.54 ‘ -49.60 ‘ -4.96 ‘ -28.69 ‘ -38.82
Apsnr [dB] 2.9 2.87 3.82 0.27 1.78 2.61
i . . GOP size =8
Fig. 16. Frame numbe2 of Stefan sequence and the different regions of —x g5 4850 | 4851 | 58.79 | -13.65 | 37.15 | -48.81
FFSI. The white region represents the blocks which are téiken MCTI S, Apsnr [dB] 3.66 ‘ 3.61 ‘ 4.87 0.74 ‘ 2.38 ‘ 3.47
the black region represents the blocks taken from GMC Sltlaadray region Foreman Coastguard
represents the blocks taken from both the MCTI SI and GMC ®réme). GOP size = 2
Ar (%) 0.11 691 | -17.85 | 18.95 | -0.8° | -11.09
Apsnr[dB] | -0.01 ‘ 0.4 ‘ 1.13 ‘ -0.89 ‘ 0.05 ‘ 0.58
GOP size = 4
Ar (%) -11.07 | -13.97 | -35.56 | 20.67 | -9.87 | -29.16
and Bus sequences. The average between the MCTI S| and = ™ 5] | ooe ‘ 139 ‘ = ‘ 2067 ‘ o8 ‘ 291
GMC Sl is only applied when the block in the GMC Sl is taken GOPsize=8
from one side (from the backward or forward reference frame) | 2r (%) -22.18 ‘ -20.15 ‘ -46.52 ‘ 6.88 ‘ -22.44 ‘ -45.06
Apsnr [dB] 1.24 1.13 3.17 -0.35 0.92 2.19

e.g. when this block is black in the backward (or forward)
GMC SI due to camera motion. The percentage of MCTI Sl
and GMC Sl in the generated FFSI depends on the seque 35
It is clear that the percentage of the average between M(
Sl and GMC Sl increases with the amount of camera moti
in the sequence.

Figure 16 shows the original frame and the regions of t
S| which are taken from the MCTI SI (white) and GMC S sl
(black), for the second frame of Stefan sequence. The g
color represents the blocks where the average between
MCTI Sl and GMC Sl is computed. It is clear that most of th 20} o5
background blocks are taken from GMC Sl (global motior,,,
and that object blocks are taken from the MCTI SI (lod@®) RD performance for Stefan sequence with GOP, ands.
motlon). 36 Bus Se‘quence

34

Stefan Sequence

30

—#— Discover — GOP =2
——#—— Discover - GOP = 8
- == GMC -GOP =2

- = = GMC-GOP =8
—©— Fusion — GOP =2
——©— Fusion - GOP =8
—+8— oracle4x4 — GOP =2
—%— oracle4x4 — GOP =8

PSR [dB]

200 300 400 500 600 700 800
Rate [kpbs]

B. Rate-Distortion performance =T

30+

PSR [dB]

In this section, we show the RD performance for two cass
The first case corresponds to the combination of the glo
and local motion estimations only once before running t
decoding process. The second one consists in improving = graciedxa - Gop =2
fusion during the decoding process using either the decor 225 oo 200 300 200 500 500
DC coefficients or the PDWZF. Fee fibst _

1) RD performance for the first fusion of global and local (b) RD performance for Bus sequence with GOR,=and8.
motion estimation The RD performance of the proposed
method is shown for the Stefan, Bus, Foreman, and Coastgugt17. RD performance comparison - DISCOVER (MCTI), GM@posed
sequences in Table I, in comparison to the DISCOVER codéigision MCTI - GMC), and Oracle for Stefan and Bus sequences.
using the Bjontegaard metric [29] for different GOP sizes
(2, 4 and 8). The first column represents the performance
of the GMC schemei.e., the Sl is only generated using theachieve a gain up tb.53, 2.87, and3.61 dB with a rate reduc-
global motion estimation, and the second column represetign of 22.58, 40.54, and48.51 %, compared to DISCOVER
the performance of the proposed method. The last colure@dec, for GOP sizes df, 4, andS8.
represents the performance of the Oracle fusion which stsnsi  For Bus sequence (the curves are shown in Figure 17),
in combining the global and local motion estimations basdde fusion of MCTI and GMC allows respectively a gain up
on the original WZF. The Oracle performance is shown as 0.9, 1.78, and2.38 dB with a reduction in the rate up to
an upper bound limit in order to assess the efficiency of thd.72, 28.69, and 37.15 %, compared to DISCOVER codec
proposed fusion method. for GOP sizes o®, 4, and8.

For Stefan sequence (the corresponding curves are showkor Foreman and Coastguard sequences (the corresponding
in Figure 17 for GOP sizes equal tband 8), the proposed curves are shown in Figure 18), the fusion of MCTI and GMC
method (fusion of global and local motion) can respectivelBlways allows a gain with respect to the DISCOVER codec

—»— Discover — GOP =2 |4
——#—— Discover - GOP = 8
- == GMC -GOP =2

- = = GMC-GOP =8
—©— Fusion — GOP =2
——©— Fusion - GOP =8

28

24 -
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Fig. 18. RD performance comparison - DISCOVER (MCTI), GM@&posed er )

(fusion MCTI - GMC), and Oracle for Foreman and Coastguaqlieaces.
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(see Table I). For these sequences, the difference betlweer
proposed fusion and the Oracle fusion is high. Overall, it ‘ ‘ ‘ ‘ ‘
clear that the performance of the proposed method is be T e e
than both the GMC and MCTI techniques applied separatelyy RD performance for Foreman sequence for all GOP sizes.

For Soccer sequence, the fusion of MCTI SI and GMC
(FFSI) does not allow a gain compared to MCTI SI, due
the fact that global motion estimation does not improve t
prediction quality.

In the next section, we will show that the SI and th
proposed fusion can be improved during the decoding proce
in such a way to further enhance the performance of {
proposed method.

2) RD performance for the proposed techniques for fusior . ‘
improvement In this work, the fusion is improved using the T w W w w Ratcpsy 0 0 M0 a0 s
DC coefficients of the PDWZF (DCcoefs) on the one hand.
On the other hand, the MCTI Sl is refined after decoding
each DCT band using the PDWZF and the decoded reference
frames [10]. Moreover, the fusion between the MCTI Sl and
the GMC Sl is done after each improvement of the MCTI Siig. 19. § RD pelrformance CO_mP?riSOH : Proposed (RefMCTrlu)fleAVCd
(RefMCTI). The RD performance of the proposed methoi%;"aeﬁrc‘es'_'"%“ AVC No motion for Stefan, Bus, Foreman amsIguar
is shown in Table II for Stefan, Bus, Foreman, Coastguard
sequences, with GOP sizes &f4, ands.

The first proposed method (DCcoefs) can achieve a gain up
to 2.26 dB, with a rate reduction up t89.92 % for Foreman (refer to the results of Foreman and Coastguard sequences in
sequence, for a GOP size 8f On the other side, the first Table I). Moreover, the DCcoefs method is very light in terms
fusion achieves a gain up 13 dB with a rate reduction up of computational load.
to 20.15 %. Thus, the DCcoefs method can improve the fusion The second proposed method (RefMCTI) can achieve a
by using the DC coefficients of the PDWZF, especially whesignificant gain compared to DISCOVER codec and [10], for
the gap between the first fusion and the Oracle fusion is high sequences, with different GOP sizes. The gain reaches

Coastguard sequence
38 T T T T T T T T T
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(d) RD performance for Coastguard sequence
for all GOP sizes.
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TABLE 1l
RATE-DISTORTION PERFORMANCE GAIN FORStefan Bus Foreman AND CoastguardSEQUENCES TOWARDDISCOVERCODEC, USING BJONTEGAARD
METRIC
Stefan
Ref. [10] Fusion DCcoefs RefMCTI H.264 Intra | H.264 No | H.264 Inter
‘ ‘ ‘ motion ‘
GOP size = 2
Ar (%) -15.4 -22.58 -23.52 -27.03 -10.44 -16.20 -41.82
Apsnr[dB] | 1 ‘ 1.53 ‘ 1.61 ‘ 1.92 ‘ 0.57 ‘ 1.03 ‘ 3.28
GOP size =4
AR (%) -30.4 -40.54 -42.61 -48.06 -32.62 -33.70 -62.03
Apsnr[dB] | 1.98 ‘ 2.87 ‘ 3.08 ‘ 3.67 ‘ 2.15 ‘ 2.38 ‘ 5.24
GOP size = 8
AR (%) -37.96 -48.51 -51.23 -57.26 -45.36 -43.95 -66.39
Apsnr[dB] | 2.54 ‘ 3.61 ‘ 3.93 ‘ 4.65 ‘ 3.22 ‘ 3.34 ‘ 5.63
Bus
GOP size =2
AR (%) -7.26 -14.72 -15.49 -17.93 -6.19 -8.44 -37.94
Apsnr[dB] | 0.41 ‘ 0.9 ‘ 0.96 111 ‘ 0.18 ‘ 0.52 ‘ 2.48
GOP size = 4
AR (%) -20.3 -28.69 -31.11 -34.72 -24.95 -23.1 -57.98
Apsnr[dB] | 1.13 ‘ 1.78 ‘ 1.97 ‘ 23 ‘ 1.18 ‘ 1.55 ‘ 4.12
GOP size = 8
AR (%) -29.25 -37.15 -39.81 -46.75 -42.04 -38.1 -60.48
Apsnr[dB] | 1.66 ‘ 2.38 ‘ 2.63 ‘ 3.25 ‘ 2.33 ‘ 2.64 ‘ 4.19
Foreman
GOP size =2
Ar (%) -18 -6.91 -12.55 -21.47 -1.12 -22.43 -36.99
Apsnr[dB] | 1.08 ‘ 0.4 ‘ 0.75 ‘ 1.37 ‘ -0.12 ‘ 1.32 ‘ 2.24
GOP size = 4
Ar (%) -35.96 -13.97 -27.23 -41.48 -22.31 -37.88 -61.72
Apsnr[dB] | 2.21 ‘ 0.79 ‘ 1.63 ‘ 2.79 115 ‘ 2.37 ‘ 4.29
GOP size = 8
Ar (%) -47.6 -20.15 -39.92 -53.20 -38.35 -47.25 -72.09
Apsnr[dB] | 3.04 ‘ 1.13 ‘ 2.26 3.76 ‘ 2.28 ‘ 3.1 ‘ 5.5
Coastguard
GOP size = 2
Ar (%) -2.21 -0.8 -4.33 -6.14 30.1 9.77 -17.09
Apsnr[dB] | 0.11 ‘ 0.05 ‘ 0.22 0.32 ‘ -1.4 ‘ -0.49 ‘ 0.89
GOP size =4
Ar (%) -13.56 -9.87 -16.46 -20.85 31.67 9.71 -39.49
Apsnr[dB] | 0.4 ‘ 0.41 ‘ 0.7 ‘ 0.94 ‘ -0.86 ‘ -0.54 ‘ 1.88
GOP size = 8
Ar (%) -32.5 -22.44 -30.86 -37.59 -11.51 -9.21 -57.23
Apsnr[dB] | 1.07 ‘ 0.92 ‘ 1.33 ‘ 1.74 ‘ 0.45 ‘ 0.19 ‘ 3

4.65 dB with a rate reduction 057.26 %, when the method better than the performance of [20]. However, it should be
in [10] achieves a gain up tB.54 dB with a rate reduction noted that [20] uses a pixel-domain DVC. The proposed
of 37.96 % for Stefan sequence, for a GOP sige For method in [27] allows a gain up tb dB in the higher bitrate
Foreman sequence, the RefMCTI method can achieve a gainge, and up t6.5 dB in the lower bitrate range for Foreman
up to 3.76 dB with a rate reduction up t63.2 %, when sequence, for a GOP size ®f In comparison, our proposed
the method in [10] achieves a gain up 304 dB with a method achieves an average gain &7 dB for this sequence.
rate reduction of47.6 % for a GOP sizeR. It can be seen In [25][26], the RD performance is not shown.

that the RefMCTI method allows an important performance

improvement compared to the first fusion of global and loca@. Complexity assessment

motion estimation, especially for Foreman and Coastguardyy,o complexity of the SIFT algorithm and the matching

seq.uences. process increases with the number of feature points and
Figure 19 shows the performance of the proposed methggrefore depends on the video content. However, given that

(RefMCTI) compared to that of H.264/AVC Intra andyyiginal frames are used for global motion estimation, the

H.264/AVC No motion, for Stefan, Bus, Foreman, and Coastomplexity of the SIFT algorithm is independent of the RD
guard sequences. The performance of the proposed methogggrating point.

motion for all sequences and for all GOP sizes. Foreman or Coastguard, the encoding complexity is inctease
Figure 20 shows the performance of the proposed methipg 15 to 30 % compared to the DISCOVER codec. In [30],

(RefMCTI) in comparison to that of H.264/AVC Inter predic-it is shown that the encoding complexity of WZFs is about

tion with motion, for Stefan, Bus, Foreman, and Coastguardé the average encoding complexity of H.264/AVC Intra

sequences. The gap between the performance of H.264/A¢fCH.264/AVC No motion. Therefore, despite the complexity

Inter prediction with motion and the proposed method ifcrease due to SIFT, the encoding time for the proposed

reduced to a large extent, compared to previous techniquescheme remains lower than the one for H.264/AVC Intra or
The performance of our proposed method is significantly.264/AVC No motion.
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Stefan Sequence

% : S T almost equally well at GOP sizes af 4 and 8. Hence, our
- ' 8 system makes the use of large GOP sizes more appealing, since
al 1 it allows for an important reduction in the encoding comjex
= 0" . compared to conventional coding techniques.
¥ 28f 1 In order to further reduce encoding complexity, Speeded
& 5l 2 To_Remcti-cop=2  H Up Robust Features (SURF) [31] could be used instead of
- B -H. nter - GOP = 2 . .
20 ; e G0P = ] SIFT to extract feature points. Indeed, it has been shown tha
2 g® ——RefMCTI-GOP=8 | SURF achieves similar performances as SIFT with a greatly
— B -H.264/AVC Inter - GOP = 8 . .
20! - s - - o= . reduced complexity. Therefore, SURF co_uld be effectwely
Rate [kpbs] used at the encoder to extract feature points, allowing for a
(a) RD performance for Stefan sequence for all GOP sizesarginal increase in complexity compared to DISCOVER.
% T Finally, it should be noted that the execution time of the

i decoding process is significantly reduced due to the enhance
ment of the Sl, which results in fewer requests through the
feedback channel, despite additional processing for globa
motion compensation.

PSNR [dB]

261 7 —6— RefMCTI - GOP = 2 _.H
L B V. CONCLUSION
AL — ¥ = H.264/AVC Inter - GOP = 4| R . .
e = b= A new technique for the fusion of global and local motion
10 10 200 20 %0 30 40 450 500 estimations is proposed in this paper. This fusion is per-

(b) RD performance for Bus sequence for all GOP sizes formed at the decoder side. Moreover, two methods for furthe
‘improvement of the fusion during the decoding process are
presented in this paper.

Experimental results show that our proposed method can
achieve a gain in RD performance up 1092 dB for a
GOP size of2 and4.65 dB for longer GOP sizes, compared
to DISCOVER codec, especially when the video sequence

contains high global motion. The improvement becomes even

Foreman Sequence
a2 T T T T

401

38

36

34r

PSNR [dB]

321

301

” —e— RefMCTI - GOP‘: 2 . R R
s S Z3 T Ramcr —cor—a ] more important as the GOP size increases.

‘ - % — H.264/AVC Inter - GOP =4 .
o | | : : 2 Raiave mer - Gor = With the proposed method, DVC_ now outperforms
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RD perf for for all GOP i test conditions. Moreover, the performance gap between the
© performance for i-oreman sequence for a S'Zﬁ?oposed DVC scheme and H.264/AVC Inter prediction with

Coastguard sequence
T T

“© ‘ ‘ ‘ ‘ ‘ ‘ ‘ motion is significantly reduced.

] Future work will be focusing on further improvement of
. the fusion in order to achieve a better RD performance. We
i will also investigate the use of SURF in the feature points
extraction to reduce encoding complexity.
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