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Abstract Voice mimic systems using articulatory
codebook require an initial estimate of the vocal tract
shape in the vicinity of the global extremum. For this
purpose, we need to gather a large set of simultane-
ous articulatory and acoustic data in the articulatory
codebook. Then, the access to this latter becomes
a very difficult task. In this paper, a suitable de-
sign of an articulatory codebook is presented where
an acoustic network sub-samples the acoustic space
such that the vocal tract model shapes are ordered
and clustered in the network according to the acous-
tic parameters. Another issue addressed in this pa-
per concerns estimating the trajectory of vocal tract
shape time evolution. Since the inverse mapping from
acoustic parameters to model shape does not have a
unique solution, several vocal tract shape variations
are possible. Therefore, a dynamic optimization of
the trajectory has been developed. This optimiza-
tion uses the dynamic properties of each articulatory
parameter to estimate the next position.

1 Introduction

The study of speech perception and speech produc-
tion has been enhanced in the last two decades by
the development of computers with high potential of
computation. Therefore, Stevens’s study toward an
articulatory model based speech recognition-synthesis
becomes more likely feasible than it was in the early
sixties [11]. However, our lack of fully understanding
of speech production and the acoustic of speech pre-
vented us from achieving Stevens’s goal. The goal
was to mimic input speech signals by recognition-
synthesis using a model of the vocal tract area func-
tion that is like that of a child who can mimic the
speech signals he hears without understanding their
structure or meaning.

The first attempt at creating a complete computer
simulation of an articulatory model speech coding
based on an optimization technique was reported by
Flanagan and al. [4]. The simulation is called “voice
mimic”. The voice mimic attempts to provide an ar-
ticulatory description of the vocal tract that is able
to simulate an arbitrary input natural speech and to
generate a synthetic signal that, within perceptual
accuracy, duplicates the natural one. Central to the
effort is the inverse mapping from an acoustic signal
to an articulatory description. However, the acoustic-
to-articulatory mappings are non-unique and since,
given a cost function, the optimization techniques
converge only to a local extremum that is at the vicin-

ity of the initial parameters. Therefore, one needs to
choose good startup parameters to initialize the op-
timization procedure. Schroeter and Sondhi [9], who
continued along the same lines of Flanagan & al.’s
study, used an articulatory codebook proposed earlier
by Atal and al. [1]. Since a codebook is used to obtain
the first estimates of the vocal tract shape that may
produced a given combination of acoustic parameters,
one needs to design it such that it spans the total ar-
ticulatory space of a speaker finely enough so that an
acoustic entry always comes very close to the global
optimum. Such a codebook requires a large set of
matching pairs of vocal tract and acoustic parameters
hopefully to cover all the natural articulatory space.
Then, the access task to the codebook in order to ob-
tain all possible vocal tract model shapes becomes an
issue. For this reason, the voice mimic system needs,
in addition to a good articulatory codebook, an effi-
cient procedure for accessing this codebook [6] [7].

The access procedure to the codebook depends on
the design of this latter. The usual way to design
a codebook is to order the vocal tract model shapes
and their corresponding acoustic parameters either
according to their iterative order of generation of the
model parameter values or according to random gen-
eration of these parameter values [9]. Both articula-
tory codebook designs are access time consuming and
this time is randomly distributed.

The number and the positions of the codebook vec-
tors affect the performance of the voice mimic system
according to two compromising problems. On one
hand increasing the size of the codebook increases
the difficulty of the access task and on the other
hand reduction of this size can worsen the inverse
problem solution [10]. In the second section of this
paper, we present a new design of the articulatory
codebook where the inversion of the articulatory-to-
acoustic mapping is processed during the building of
the codebook.

Using the set of articulatory parameter vectors ob-
tained from each input speech frame, Schroeter and
Sondhi [7] proposed the dynamic programming to es-
timate the optimal vocal tract model shape variation
path. This dynamic programming gives a good esti-
mate of the vocal tract model shape variation [6] in
term of smoothness but it causes in the same time
a delay of a certain number of frame time on the
speech output [9]. In the third section, we propose
another method where the articulatory parameter are
estimated within one input speech frame delay. This



method relies on the dynamic properties of the artic-
ulators.

2 Design of an articulatory
codebook

The difficulty in using an articulatory codebook for
the voice mimic can be summarized in three differ-
ent issues. First, the vocal tract shapes are more
likely ordered in the articulatory domain while the
access to these shapes is done from the acoustic pa-
rameters according to which the shapes are randomly
positioned. Second, the acoustic-to-articulatory map-
pings are generally non-unique. So the larger is the
codebook the more possible shapes you may obtain
for each speech signal frame. Third, the centroid of
a given set of model shape parameter vectors in the
articulatory domain does not point to the centroid
of the corresponding vectors in the acoustic domain.
Because of all these reasons, one talks about reduc-
ing the size of the codebook [8][10] and the other talks
about vocal tract shape clustering [5] [9] in order to
reduce the access time in the codebook.

Since there is not a complete knowledge about the
articulatory space as we do not know what are its
orthogonal articulatory parameters, we should free a
codebook design from the limitation on the size and
allow the population of the codebook by all possi-
ble model shapes physiologically realistic. However
we should also find a suitable technique to access, in
a reasonable time, to the model shapes that we are
looking for. Then, the goal becomes a database sys-
tem management issue that looks for the best tech-
nique for clustering and searching the articulatory
codebook.
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Figure 1: Vocal tract shapes ordered according to
both articulatory and acoustic parameters in the ar-
ticulatory codebook.

The simplest technique, we can start with, is to sub-
sample the acoustic space on a set of ordered clus-
ters and process the inversion of the articulatory-to-
acoustic mapping during the building of the articula-
tory codebook by defining the corresponding acoustic
network (figure 1). Each node of the network should
point on all the model shapes in the data-base that
have acoustic parameters closer to the acoustic cen-

troid representing the node.

Once the codebook is built up, the access task is ques-
tion of estimating the three first formant frequen-
cies for each frame of the speech signal, determin-
ing the coordinates of the corresponding cluster in
the network using the sub-sampling period of each
formant, and finally pointing to the corresponding
node in the acoustic network to get all the possible
vocal tract model shapes contained in the articula-
tory codebook. Once the acoustic parameters are ob-
tained, the matching set of shapes are obtained in
few milliseconds. Furthermore, this access time to
the searched cluster of shapes does not vary signifi-
cantly versus of the size of the articulatory codebook.

3 Forward dynamics of the ar-
ticulatory parameters

The non-uniqueness of the acoustic-to-articulatory
mappings spans a non-uniqueness in the vocal tract
shape variation trajectory. One needs to address this
issue to select the optimal trajectory for the vocal
tract shape variation. Based on the slow evolution of
the articulation between two successive signal frames,
Schroeter and Sondhi [7] proposed a dynamic pro-
gramming for vocal tract path optimization that re-
lies on the closest vocal tract model shape. The dy-
namic programming was used to match between a
reference and a test speech frame sequence for word
recognition. However, this technique includes a de-
lay on the speech voice mimic output and does not
take into account directly the physical dynamic fea-
tures of the articulators that are actors of the speech
production.
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Figure 2: Path optimization network of a single ar-
ticulatory parameter.

By studying the articulator motion from muscle ac-
tivity, Bateson and al. [2] described a recurrent al-
gorithm to estimate the position of each articulator
from continuous EMG signal. In this study, we pro-
pose the same network to our study. The network
takes into account the dynamic properties of the ar-
ticulators and perform the forward dynamics of the
articulatory parameters according to the slow vari-
ation of their respective acceleration during speech



production (figure 2). The following articulatory pa-
rameter position is then estimated from the previous
position, velocity and acceleration of the articulatory
parameter. The estimate is compared to the differ-
ent parameter positions of the vocal tract shapes pro-
posed by the articulatory codebook. Then the shape
that has all its articulatory model parameters in the
candidate positions should be the next vocal tract
model shape. This technique led to a recurrent algo-
rithm for path optimization of the vocal tract model
shape time evolution.

4 Articulatory speech coder

An articulatory codebook that maps the Ishizaka’s
vocal tract model parameters (figure 3) to the first
three formant frequencies has been built. Table 1
gives the formant frequency limits considered as lim-
its of the acoustic network and also gives the sub-
sampling period (step) of each formant frequencies
used to determine the dimension of the acoustic net-
work and to define the cluster coordinates. The sub-
sample period represents also the resolution of the
acoustic-to-articulatory mapping. Table 2 gives the
limits of the Ishizaka’s model parameters used to gen-
erate 46,080 shapes in the codebook.
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Figure 3: Ishizaka’s vocal tract area function model.

| Form. Freq. | From (Hz) | To (Hz) [ Step (Hz) |

F1 150 800 50
F2 300 2900 50
F3 1500 4500 50

Table 1: Acoustic space network of the first three
formant frequencies

| Model Param. | From | To |  Step ]
Xc 4 cm 13.5 cm 0.5 cm
Ac 0.1 em? 3.5 cm? | 0.2 em?
Am 0.5em? | 8.0cm? | 0.2 cm?
Af 10.0 em? | 10.0 em? 0 cm?
Ab 8.0cm? | 8.0 cm? 0 ecm?
L 17.5 em 17.5 em 0cm

Table 2: Articulatory space network of the Ishizaka’s
area function model

The articulatory codebook is supposed to span the
articulatory space. In the case where this hypothesis
is verified, the articulatory model voice mimic system
will never fall on an empty node (i.e., a node that con-
tain no vocal tract shape). However, this situation of
empty node is still possible as long as we do not have
an articulatory model that help cover the articula-
tory space. Thus, this situation should be prevented
in the access management. In this case, one obviously
searches for the vocal tract model shapes that are in
the acoustic clusters of the neighborhood. The search
should rely on perceptual effects of the acoustic pa-
rameters.

In the case of our study, we used the formant just-
noticeable-difference (JND) box measure [3]. So the
search procedure should look for the cluster whose
the formant frequencies are not farther away from
the original than one JND.

In the forward dynamic, the estimation of the closest
model shape to the predicted one, among the shapes
proposed by the codebook, is obtained by a dynamic
threshold for all the model parameters. The thresh-
old increases or decreases according, respectively, if
we have a null number of shapes or more than one
shape as candidate. This threshold is adjusted until,
we obtain one model shape as candidate for the next
vocal tract shape in the time sequence. The resulted
threshold is used for the next frame articulatory anal-
ysis.

5 Results

A sentence “Why were you away?” was spoken by a
male speaker. The signal is sampled at 16 kHz and
is windowed by a 20 ms Hamming window with 10
ms overlap. Levinson algorithm is used to compute
the 23rd order linear prediction model coefficients.
Newton-Raphson method estimates the poles of the
model. The obtained formant frequencies are then
given to the articulatory codebook access procedure
to determine the acoustic cluster node which content
the model shapes. The set of model shapes are finally
filtered by the forward dynamic network to come out
with the optimal shape for the present frame of the
vocal tract time evolution. Figure 4 shows the re-
sults obtained for the time evolution of the vocal tract
shape obtained for the spoken sentence.

6 Conclusions

In this paper, we described a suitable design of an ar-
ticulatory codebook that allows a fast access to vocal
tract model shapes that best match with given acous-
tic parameters. In this study, we used a simple model
of the vocal tract area function for the voice mimic.
The resulted articulatory codebook is able to approx-
imate the shapes of vowel like phonemes, namely,
voiced and with no more than one constriction along
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Figure 4: Vocal tract shape time evolution for “Why
were you away?” spoken by a male speaker.

the vocal tract. In order to extend this application for
more complicated vocalic phoneme shapes, one needs
to use an articulatory model with a generation proce-
dure of realistic vocal tract shape. This requires dis-
tinguishing between realistic shapes and unrealistic
shapes. Furthermore, an investigation of an articula-
tory model that covers the articulatory space should
provide a material for progress toward a robust voice
mimic for speech coding.

A forward dynamic network is proposed to estimate
the shape variation trajectory. The predictor is based
only on the acceleration of the articulatory parame-
ters independently of each others. It already gives
good results in term of articulatory features match-
ing the succession of the phoneme contained in the
sentence and in term of smoothness of the vocal tract
shape time evolution. However, since we do not have
any other performance measure of the voice mimic re-
sults regarding the coarticulation, we should improve
the predictor such that it integrates the dynamic con-
straints of the vocal tract articulators. This should in-
clude on one hand the relationship between the artic-
ulatory parameters them-self and on the other hand
the articulatory dynamic constraints.
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