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Abstract—In this paper, we study the Diversity-Multiplexing gains. However, the design of DMT-optimal schemes which
Tradeoff (DMT) of the Decode or Quantize and Forward (DoQF)  involve simple coding-decoding strategies at the relay and

protocol recently proposed in [1] for the half duplex single he destination, and which leads to practical transmieitec
relay channel. Our results show that this static relaying protocol . ST L
architectures, is still a challenging issue.

achieves the 2 by 1 MISO bound for multiplexing gains- < 0.25. 5 >
The DMT of the classical non orthogonal Decode and Forward ~ 1he DMT has been used in the literature to evaluate the

(DF) protocol is also derived. We show that the DoQF protocol performance of different relaying schemes. In the class of
outperforms in terms of DMT the DF protocol on a range of low amplify-and-forward relaying schemes, some of the known
multiplexing gains, and performs as well as the latter on the rest protocols are the Non orthogonal Amplify and Forward (NAF)
of the range of multiplexing gains. scheme proposed by Nabat al. in [4], and the Slotted
. INTRODUCTION Amplify and Forward (SAF) proposed by Yargal.in [5]. As
It is well known now that communication in wirelessfor the family of decode and forward schemes, the relayriste
networks can considerably benefit from the idle nodes th&the source during some time (the first slot of transmigsion
are likely to be present in the proximity of the transmit2nd tries to decode the source message. Only if it succeeds,
ter. This can be achieved by letting these nodes relay tii¢ SOurce message is retransmitted during the remainireg ti
transmitted signal towards the destination. This coopmerat (the second slot). In the context of this family of relaying
technique, which creates a virtual Multiple-Input Multpl Schemes, Azariaet al. proposed in [6] a dynamic protocol
Output (MIMO) system can provide two type of gains: dif@lled Dynamic Decode and Forward (DDF). which achieves
versity gain and multiplexing gain. And as in MIMO systemsihe MISO upperbound on the range of low multiplexing gains
there is a fundamental tradeoff between these two gains. Thi< 0-5. The price to be payed for this performance gain is that
tradeoff can be captured by tReversity-Multiplexing Tradeoff the time the relay waits before decoding is random (dynamic)
(DMT), the performance measure introduced by Zheng at9eneral, static relaying protocols which fix the relay tmgy
Tse [2] for MIMO Rayleigh channels. We now recall thdime are simpler to implement. One of these static schemes is
definition of the DMT as it was provided in [2]. Denote bythe non orthogonal* Decode and Forward (DF) protocol [7].
p the signal to Noise Ratio (SNR) and I8t the transmission 10 the best of our knowledge, the DMT of this protpcol has
rate be a function op. Denote byP, the outage probability N€ver been computed, but is known [6] to be dominated by
associated with the scheme. A relaying scheme is said th¢ DMT of the DDF. One of the main weaknesses of decode-
achieve multiplexing gainr and diversity gaind(r) if the and-forward schemes is due to the fact that the relay remains
transmission rate and the outage probability satisfy inactive during the second slot of transmission if it faits t
decode the source message during the first slot. In order to
m R(p) - lim log By (p) =—d(r). (1) improve the performance of these schemes, [1] proposes a
p=oo logp p—oo logp novel protocol: the Decode or Quantize and Forward (DoQF).
From now ond(r) as defined above will be referred to as thén this proposed scheme, the relay does not remain silent
DMT of the relaying scheme. It is well known that the DMTin the case of failure in decoding the source message, but
of any relaying scheme wittV relay nodes is upper boundednstead quantizes the received signal vector using a well
by the DMT of a(N +1) x 1 MISO system which is given by chosen distortion value, and forwards a coded version of the
dmiso(r) = (N + 1)(1 — r)™. The recent work [3] suggestsquantized vector towards the destination. In this papenisee
the existence of relaying schemes which permit to achietlee DMT measure to evaluate the performance of DoQF and

this upperbound. Authors of [3] claim in particular that the
bp [ ] P 1By “non orthogonal” we mean that the relay and the destinatiansmit

“‘Quantize and Map (QM)” scheme_ can be used to_aChi_egﬁ”lultaneously during the second slot. This scheme will berredi to in this
the MISO upperbound on the entire range of multiplexingaper simply as the DF scheme



we show that it achieves the x 1 MISO bound for high channel uses. At the end of slot O, the relay attempts to @ecod
diversity orders, (low multiplexing gains), more precisédr Xgo. If it succeeds, the relay transmits the corresponding

multiplexing gains satisfying < 0.25. codeword Xy; during the remainder of the frame (slot 1) to
Paper Contributions the destination. By referring to (2), we can check that theyre
1) We Derive the DMT of the DoQF scheme and we provis able to decode the source message if the event

its optimality for» < 0.25. .

2) We Derive the DMT of the DF scheme. To the best of €= {w:tolog(l+ pGor(w)) > R} (3)

our knowledge, the DMT of thaon orthogonaDF has never is realized. We denote by, the code word transmitted by

been derived in the half-duplex case. Only the DMT of thihe relay in this case during slot 1. The destination receive

orthogonal DF exists in the literature [8]. the signal

The main assets of DoQF are:) DoQF is DMT-optimal T < T1T T T ~T1T T ,T1T

. N Y50, Yo =He X, X1, X 4

for » < 0.25 and it outperforms the DMT of DFj) it has RESREN elXoo, X, Xia] ™+ Voo, Vil (4)

the bestoutage gainperformance in a large class of relaying, hare He — (\)/Z)HozItOT 0 0 J
es-

protocols, andii) it involves a practical receiver structure that _ VPHolyr  /pHioLy 1
can be implemented in practice. and Vo (resp.Vs;) is the unit variance AWGN at the

tination during slot O (resp. slot 1). We denote By, the
II. NOTATIONS AND ASSUMPTIONS outage probability of the destination conditionedé&to

We consider a half-duplex single relay channel where t 2 | = Prftolog(1 + pGoz) + t1 log(1+ pGos + pGi2) < R].
source (node 0) needs to send information at a ratgrof - (5)
nats per channel use towards the destination (node 2) wjtky di(r) = —lim,_.o log Po.1(p) designate the DMT of, ;.

. . lo
the aid of the relay (node 1). To this end, the source hasgtie case the relay does not succeed in decoding the source

its di icti RT -
its disposal a frame of lengti’ and a dictionary of e | messageé.e, when the complementary evefitis realized, the
Gaussian independent vectors with independg¥it0, 1) ele-  jastination receives the following signal

ments each. The radio channels between the different nddes o

the network are assumed to be independent Rayleigh channels ~ [Yo0, Ya1] " = Hg[Xg0, Xa1] " + [Vag, V|, (6)
and we denote byH;; ~ CN(0,1) the complex random Hool 0

7 ) pPL1p2 T
variable representing the radio channel between noded Where Hg = af N Hool,,p |° Ve denote by

node j. The power gain of this channel will be denoted by, , the outage probability of the destination conditioned to
Gij = |Hi;]*. WeTpartiTtioTn the wordX, transmitted by the the eventf, and byds(r) the DMT associated wittP, .
source as\y = [ Xy, X, where the length oy and X,
is toT andt,T Lesogect(i]\i]ely witht; = 1 — ¢,. Herety < 1 is Fo2 = Prllog(1 + pGoz) < R]. @)
a fixed parameter. The relay listens to the source messageThe outage probability”, associated with the DF protocol is
a duration oftgT" channel uses. At the end of this period of —
time that we refer to as slot 0, The signal of sigd regeived Po = PorPr[€] + PooPrl€] = Pou(1 = Por) + PonPor
by the relay writes where P, . = Pr[€] is the probability that the relay does not
succeed in decoding the source message. Ddfife as the
Y10 = v/pHo1-Xoo + Vio , @ DMT of P,,. Itis c?ear that the outagegprobabg?u?o, and
wherep represents the Signal to Noise Ratio (SNR) &iglis hence its DMT, is function of the parametgr Therefore, we
the unit variance AWGN at the relay. The main difference , &hould first compute the DMT of DF for fixed valuestgf say
we will see, between the DoQF protocol and the DF protocd(to, ) = — lim, % = min{d;(r), da(r) + d.(r)}.
is in the way the relay behaves when it is not able to decodée final DMT of the protocol, which we denote (),
the message&y, embedded in the received sigridl,. can be obtained by maximizing(to,r) w.r.t to
From now on, R the transmission rate is assumed in (1) = sup, d(to, ) ®)
accordance with (1) to be a function of the SNR and to DF Pt @10,
satisfy R = rlogp. We also write as usuaf(p) = p? if The following theorem provides the closed-form expressibn

lim, o0 l(ffg’z(p’)’) = d. Finally, (z)* = max(0, z). die(r) and of t3(r), the argument of the supremum in (8).
Theorem 1:The diversity-multiplexing tradeoff achieved
I1l. DMT OF THEHALF-DUPLEX SINGLE RELAY DF by the half-duplex single relay DF protocol is
In order to have a reference of comparison for the perfor- . for0 < < Y51
mance of DoQF, we derive in this section the DMT of the dpyp(r) = { 3-v5 e VBt 9)
non orthogonal DF protocol. We begin with a brief descrip- @=n)(t—r) for Jeg <r<1.

tion of this protocol. Next, we derive the outage probapilitMoreover, the optimal value @f, as function of-, that permits
associated with the protocol in order to compute finally itg achieve this DMT is given by

DMT using (1). As stated in Section Il, the source transmits 5 i1
a code wordX, = [X5, X1]T of lengthT. The relay listens ) = Ve for0=r< T2 (10)
to the source message during slot O for a duratiortaf e for L <r<l



The DMT of DF given by (9) is plotted in Figure 1, wherewhich guaranties that condition (11)-[a] is satisfied wille t
we can see that the DF protocol does not achieve the MIS@allest number of nats per channel use that must be for-
upperbound for any value of the multiplexing gain We warded to the destination. In order to complete the defimitio
will see in the next section that a better performance can bethe quantizer, we still need to define the wAy depends
achieved by the DoQF scheme. Note also that the valug ofon the SNRp. In this paper, we assume that

of the non orthogonalDF plotted in Figure 2 is a function 5 s

of the multiplexing gainr and is different from0.5 for all Ap)=r",

classical choice ofy = 0.5 which was proved in the literature then fine quantizationwill be achieved at high SNR.e,
to achieve the DMT of therthogonalDF protocol. The proof lim, .. A%(p) = 0. However, we do not forcé a priori
of Theorem 1 is omitted from this paper. to be negative but instead we optimize it in order to maximize

IV. DMT OF THEHALF-DUPLEX SINGLE RELAY DoQF  the DMT of the protocol.

We begin with description of the protocol as it was introBemark: Condition (11)-[b] states that the quantization step

duced in [1]. Next, the outage probability associated wlith t is possible in case the event

protocol is derived in order to compute its DMT. As in the S = {w :pGor +1 > AZ}. (13)

DF protocol, the relay in DoQF listens during slot O to the _

source signal (2) and is able to decode the source messagé ffealized. In case the complementary events realized,

the evente defined by (3) is realized. The outage probabilitphe relay does not quantize the source message and remains
of the destination conditioned to the evehis, as in DF, equal silent during slot 1. The latter case happens with negkgibl
to P, given by (5). The difference between DoQF and DProbability provided thab is chosen properly.

arises when the relay fails to decode the source messageP)iorwarding the Relay MessagBuring the second slot of
this case, the relay quantizes the received signal duristg0s| length?,T', the relay must forward the index of the quantized
and transmits a coded version of the quantized vector tawaMgctor among the possible“*” | ones. To that end, the relay
the destination during slot 1 using the following steps. uses a Gaussian codebook with rgl& /t;. If we denote by

a) Quantization Denote byY;, the quantized version of the X11 the corresponding codeword, the signal transmitted by the
received vectorY;o. Vector Yy, is constructed as follows. relay can be written ag/¢(p) X11, whereg(p) is the power
Clearly, all t,T components of vectot;, are independent Of the relay. Functions(p) should be selected in such a way

andCN (0, pGo1 + 1) distributed. Denote byz2 = A2(p) the that the power constraint is satisfied.
desired Squared_error distortion: Remark: In order to make eXpIiCit this power Constraint, let

- o ) us derive the mean energy spent by both the source and the
E[Y10(i) — Yio())]" < A%(p) - relay to transmit a block of27 nats. The source transmits

The Rate Distortion Theorem for Gaussian sources [9] talls the signal[\/pXoo, \/pXo1] spending the energgy = pT.
that, provided that the following two conditions are satidfi If the eventé is realizedi.e, if the relay decodes the source
a message, then the relay transmits the sigyjak;; and spends
pGor +1 9 )
Q > log <A2) [@, pGo1 +1> A= b (11) pt,T Joules. In the other case, the relay transmyits(p) X11
spending¢(p)t: T Joules. Recalling thaPr[] = 1 — P, .,
for some @ > 0, then there exists &|e9"”| tyT)-rate the mean energy spent by the relay is then= pt,T(1 —
distortion code which is achievable for the distorti&¥. In P, ) + ¢(p)t, TP, .. The power constraint should ensure that
practice, such a code can be constructed by properly sedectk, + E; the total energy spent by the network does not exceed
the quantized vector;y among a quantizer-codebook formedhe energy the source would have spent in the non cooperative
by |e“T| independent random vectors with distributiortasei.e, Ey + F; < constant< T'p, which leads to
CN(0, (pGo1 + 1 — A?)L,, 7). Note that condition (11)-[b]
is necessary for the construction of the above code becauseA! * Pt1(1 = Fo.r) + d(p)ti TP, , < constantx Tp. (14)

ensures thapGlo, + 1 — A, the variance of each componenioy since we are evaluating the performance of the DoQF
of the code words is positive. Vectdfy, is selected among protocol from a DMT perspective, this power constraint stiou
this codebook in such a way that sequendgs and Yio  pe examined in the asymptotic regime whetends to infinity.
are jointly typical w.rt. the joint distributiorpy v given oy that sake, one can easily verify using the definitio®of
by Y =Y 4+ AZ whereY and Z are independent r.v with gng assumingR = rlogp that P,, = p*(lfr/to)ﬁ After
respective distributionA(0, pGor +1 — A?) andCN(0,1).  some simple manipulations on (14), the power constraint in
Parametei) can be interpreted as the number of nats usege asymptotic regime can be written @) p= =T/t < p
to quantize one component of the received vedfay. This |eading to the following conditions(p) < p!+(1=7/t)" In
parameter must be chosen such that condition (11)-[a] {j% sequel, we choosg(p) :p1+(1—7-/t0)+'
satisfied. This is why we choose

pGo1 + 1)

Q = Q(p) = log (Ag(p)

c) Processing at Destinationin case the event defined
by (13) is realized, condition (11) - [b] will be satisfied and

(12) the relay will quantize the source message. In this case, the



destination proceeds as follows. It tries first to recal¥gy the And the DMT associated witl®, is equal to
relay message received during slot 1 and uses it to help decod )
the source message. The signal received by the destination (o9 7) =min{di(r), dy(r),ds(r), da(r)} . (21)
during the second slot can be written as Note that this DMT depends ofy andd sinced (r), da(r)
Vo1 = VO(p)HioX11 + /pHoaXo1 + Var . (15) and ds(r) are functions of these two parameters. The final

DMT of DoQF, denoted byl*DoQF(r), is defined as follows
Note that (15) can be seen as a MAC channel. In order to

recoverX;; (and consequently;,) from (15), the destination dpogr(r) = supd(to,d, 7). (22)
interprets the source contribution as noise. It succeeds in o,
recoveringYi, in the case the event Theorem 2:The DMT d*DOQF(r) associated with the DoQF

protocol is given by Figure 1. In particular, for< 0.25
F = {w : 1 log (1 + qS(p)Glg(w)) > Q(p)to} (16) . N
pGoz(p) +1 dpogr(r) =2(1—r)

Evgerigzgdénvg?';’:'en?g;’geb de.t}/;/]eteh?str;;esi p%zsg)it(r:ftl)i?isdn so that the DMT of DoQF coincides with the MISO bound
for r < 0.25. Forr > 0.25, the DMT is given by

of X1; in (15) can be canceled, and the resulting signal can
be written asy,, = V/PHp2Xo1 + Va1. In order to decode the dpogr(r) = sup min{di(r),da(r),ds(r),da(r)}

source message in this case, the overall received signdlecan to, 6>0
reconstructed a¥, = [V, \/@YIW (Vo))" whered, (r) is defined by (30) and,(r) by (23), and
Y, = Hr (X5 X V; 17 + + +
> = VPHF[Xg0, Xo1] " + Vio, a7 dg(r):z<1_l) . (2+tﬁ> (1_L) AN
HooILy, 1 0 5 to t1 to t
where Hy = | 7z Hoilyr 0 and Vi is a unit N
0 HooIy 1 da(r) =1 —7)" +max{(1— %> 7(1—6)'*} .

variance AWGN. Conditionally to event§, F and S, the
outage probability can be expressed [1] as

P,y = Pr [tl log(1 + pGloz)+ e —
1.8 —DoQF
to log (1 + pG02 + G01> < R‘g, .7:7 S:| . (18) L8 t;r;h:gonal o
A2( ) 14r non orthogonal DF | 7
Denote byd,(r) the DMT associated with the probability — _**
Popp  PXE, F, S i.e, dy(r) = —lim,_ o EFe2)PHELS]) s
Note from (16) and (18) thatx(r) is a function of parameters osl
to andd. 04l
Events S and F are realized: The destination will only be 0.2
able to useYy, the signal received during slot O, to recove T R B Y S e S

the source message. Note that, siteg = /pHo2 Xoo + V20, r
the outage probability conditionally to everfis 7 and S is

P, 3 = Prtolog(1 + pGoz2) < RIE, F,S] . (29)
Denote byds(r) the DMT associated with the probability
P03 « PY[(‘: ]_- S] ( ) o —hmp*) log(P,, 3><Pr[€ J‘:S]). 1 T T T

Event S is realized: In this case, condition (11) [b] is not 009:
satisfied and the relay does not quantize the source mess:

Fig. 1. DMT of the DF and DoQF protocols

0.85

This is the case of a non cooperative transmission and we ¢ o8k
easily verify that the outage probability conditionallydeents = 75|
£ and S can be given byP, , = Pr[log(l + pGoa) < R}. o7r

Denote byd,(r) the DMT associated with the probability 0857
P,4 x Pr[€,S]. Finally, recall the definition ofP,; given I
by (5) as the outage probability of the destination conditb o ‘ e ‘ ‘ ‘ ‘ ‘ ‘
to the eventt, and letd; (r) denote the DMT of this proba- 0 0b 02 03 0405 06 07 08 09 1
bility. The outage probability of the DoQF protocol is

P, =

Py1Pr[€] + P, oPr[E, F,S] + P, 3Pr[€, F,S] + P, 4Pr[€,S]. Comments on Theorem Zheorem 2 states that the MISO
(20) upperbound can be reached by DoQF fok 0.25. Denote

Fig. 2. t{(r) for DF and DoQF



(1 — T/t0)+ —+ max{(l — T)+, (1 — T‘)+/t1 — 5t0/t1 — (1 — T‘/to)+t0/t1}, fortg <05&1—7r >ty — tl(l — T/t0)+
d o (lfr/t0)++max{(lf7')+,(l76)t0/t17(1+t0/t1)(177'/t0)+}, for tg §0.5&1*T<t07t1(177‘/t0)+ 23
20 =0 (1 =)+ + max{(1 — r/to)* 1 —r — 6}, forto > 05& 1—r>to—t1(1—r/to)* 23
(1 — 1”)+ +max{(1 — T/t())+, 1—6— (1 — T/t0)+t1/t0 — (1 — T)thl/t()}, forto >05&1—r <ty— tl(l — T/t0)+

by t;(r) and 6*(r) the argument of the supremum in (22as P,1 = [, p~laote)dagodag,, and consequently the
i.e, the value oft, and ¢ that permits to achieve the DMT DMT associated with?, ; as defined by (1) can be written as
of the protocol.t(r) is plotted in Figure 2 and it is worth B )

mentioning here that far < 0.25, the MISO bound is reached di(r) = (m,é?gf)ew(a” +012). (25)

with £5(r) = 0.5 and 6"(r) = 0. For higher multiplexing is infimum can be computed by partitioni into four
gains, the DMT can be obtained by solving (22) using pmpgﬁbsets according to wher'zhabz, 03[/12p are smaller or larger

numerical methods (for example, exhaustive search in a Zkin 1. Recalling the definition @@ we can verify that
grid of values ofty andd). Figure 1 shows that the DMT of

the protocol deviates from the MISO bound for- 0.25 when <a0,2,am)eoffaopl,alpl(a” ta12) =2 (26)
the recovery of the quantized vector from the MAC channel inf (o2 +a12) =1+ (1 —r)* @7)
of (15) becomes a burden for the destination. Nonethellgs, t(¢0.2:01,2)€07,12a0,2,01,2>1 '

DMT of DoQF remains better than that of DF on a range 2)€Oi+n’fao lisas 2(@0,2 taig) =141 —r/(1—t))"
of medium multiplexing gains. But for higher values of T ’ - (28)

quantizati_on at the relay can no more improve the DMT 0Ifhe casevge < 1, a2 < 1 requires some attention. This is
DoQF which becomes equal to the DMT of DF. We note alsghy we use in this case (as was done in [6]) a graphical repre-
from Figure 1 that the DMT of DoQF is better than the DMTsentation ofO in order to computénf , , o, ,)co+ (0,2 +
of the Non orthogonal Amplify and Forward (NAF) on then ). The details of this derivation are omitted from this paper
entire range of multiplexing gains. A sketch of the proof o?hUt will tl)te ?%e_n ('jn Its ?xtgnded version. Here we only give
Theorem 2 is provided in the Appendix. € result of this derivation: .
. [ 21-r) fortg < 0.5
f = 29
APPENDIX <1w>0.2,<1111,12>>eo+(a0’2 o) { (1—r)t/tg forty>05 9
zagp,2,1>2a1 2

_ Recalling the definition ofl(to, 6, ) given in (21), we need i,y () in (25) can be obtained as the minimum of the
first to computed:(r), d2(r), ds(r) and dy(r) defined in ¢ = icg o given by equations (26} (29):
Section IV. However, for lack of space, only the derivation

of di(r), the DMT of P, (5), is provided in this paper. [ 2aent . forto <05
In the following, we assume thak = rlog p in accordance 1" = %lt(rl,)i}nt/o(l ~t)) Ig;:g z o Zﬂﬂi ; . :ig

with (1), and we define thexponential ordeassociated with (30)
channelH,; asa;; = — 2254 We can easily verify thaty;

) DL log p . . -
is a Gumbeldistributed random variable with the probability
density functionf,,. («) = log p e 18P [1] P. Bianchi, P. Ciblat and W. Hachem, “Outage Performance biovel
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