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Abstract—In this paper, we study the Diversity-Multiplexing
Tradeoff (DMT) of the Decode or Quantize and Forward (DoQF)
protocol recently proposed in [1] for the half duplex single
relay channel. Our results show that this static relaying protocol
achieves the 2 by 1 MISO bound for multiplexing gainsr < 0.25.
The DMT of the classical non orthogonal Decode and Forward
(DF) protocol is also derived. We show that the DoQF protocol
outperforms in terms of DMT the DF protocol on a range of low
multiplexing gains, and performs as well as the latter on the rest
of the range of multiplexing gains.

I. I NTRODUCTION

It is well known now that communication in wireless
networks can considerably benefit from the idle nodes that
are likely to be present in the proximity of the transmit-
ter. This can be achieved by letting these nodes relay the
transmitted signal towards the destination. This cooperation
technique, which creates a virtual Multiple-Input Multiple-
Output (MIMO) system can provide two type of gains: di-
versity gain and multiplexing gain. And as in MIMO systems,
there is a fundamental tradeoff between these two gains. This
tradeoff can be captured by theDiversity-Multiplexing Tradeoff
(DMT), the performance measure introduced by Zheng and
Tse [2] for MIMO Rayleigh channels. We now recall the
definition of the DMT as it was provided in [2]. Denote by
ρ the signal to Noise Ratio (SNR) and letR the transmission
rate be a function ofρ. Denote byPo the outage probability
associated with the scheme. A relaying scheme is said to
achievemultiplexing gainr and diversity gain d(r) if the
transmission rate and the outage probability satisfy

lim
ρ→∞

R(ρ)

log ρ
= r lim

ρ→∞

log Po(ρ)

log ρ
= −d(r) . (1)

From now on,d(r) as defined above will be referred to as the
DMT of the relaying scheme. It is well known that the DMT
of any relaying scheme withN relay nodes is upper bounded
by the DMT of a(N +1)×1 MISO system which is given by
dMISO(r) = (N + 1)(1 − r)+. The recent work [3] suggests
the existence of relaying schemes which permit to achieve
this upperbound. Authors of [3] claim in particular that the
“Quantize and Map (QM)” scheme can be used to achieve
the MISO upperbound on the entire range of multiplexing

gains. However, the design of DMT-optimal schemes which
involve simple coding-decoding strategies at the relay and
the destination, and which leads to practical transmit-receive
architectures, is still a challenging issue.

The DMT has been used in the literature to evaluate the
performance of different relaying schemes. In the class of
amplify-and-forward relaying schemes, some of the known
protocols are the Non orthogonal Amplify and Forward (NAF)
scheme proposed by Nabaret al. in [4], and the Slotted
Amplify and Forward (SAF) proposed by Yanget al. in [5]. As
for the family of decode and forward schemes, the relay listens
to the source during some time (the first slot of transmission)
and tries to decode the source message. Only if it succeeds,
the source message is retransmitted during the remaining time
(the second slot). In the context of this family of relaying
schemes, Azarianet al. proposed in [6] a dynamic protocol
called Dynamic Decode and Forward (DDF). which achieves
the MISO upperbound on the range of low multiplexing gains
r < 0.5. The price to be payed for this performance gain is that
the time the relay waits before decoding is random (dynamic).
In general, static relaying protocols which fix the relay waiting
time are simpler to implement. One of these static schemes is
the non orthogonal1 Decode and Forward (DF) protocol [7].
To the best of our knowledge, the DMT of this protocol has
never been computed, but is known [6] to be dominated by
the DMT of the DDF. One of the main weaknesses of decode-
and-forward schemes is due to the fact that the relay remains
inactive during the second slot of transmission if it fails to
decode the source message during the first slot. In order to
improve the performance of these schemes, [1] proposes a
novel protocol: the Decode or Quantize and Forward (DoQF).
In this proposed scheme, the relay does not remain silent
in the case of failure in decoding the source message, but
instead quantizes the received signal vector using a well
chosen distortion value, and forwards a coded version of the
quantized vector towards the destination. In this paper, weuse
the DMT measure to evaluate the performance of DoQF and

1By “non orthogonal” we mean that the relay and the destinationtransmit
simultaneously during the second slot. This scheme will be referred to in this
paper simply as the DF scheme



we show that it achieves the2 × 1 MISO bound for high
diversity orders, (low multiplexing gains), more precisely for
multiplexing gains satisfyingr < 0.25.
Paper Contributions
1) We Derive the DMT of the DoQF scheme and we prove
its optimality for r ≤ 0.25.
2) We Derive the DMT of the DF scheme. To the best of
our knowledge, the DMT of thenon orthogonalDF has never
been derived in the half-duplex case. Only the DMT of the
orthogonalDF exists in the literature [8].
The main assets of DoQF are:i) DoQF is DMT-optimal
for r < 0.25 and it outperforms the DMT of DF,ii) it has
the bestoutage gainperformance in a large class of relaying
protocols, andiii) it involves a practical receiver structure that
can be implemented in practice.

II. N OTATIONS AND ASSUMPTIONS

We consider a half-duplex single relay channel where the
source (node 0) needs to send information at a rate ofR
nats per channel use towards the destination (node 2) with
the aid of the relay (node 1). To this end, the source has at
its disposal a frame of lengthT and a dictionary of

⌊

eRT
⌋

Gaussian independent vectors with independentCN (0, 1) ele-
ments each. The radio channels between the different nodes of
the network are assumed to be independent Rayleigh channels
and we denote byHij ∼ CN (0, 1) the complex random
variable representing the radio channel between nodei and
node j. The power gain of this channel will be denoted by
Gij = |Hij |2. We partition the wordX0 transmitted by the
source asX0 = [XT

00,X
T
01]

T where the length ofX00 andX01

is t0T and t1T respectively witht1 = 1 − t0. Heret0 < 1 is
a fixed parameter. The relay listens to the source message for
a duration oft0T channel uses. At the end of this period of
time that we refer to as slot 0, The signal of sizet0T received
by the relay writes

Y10 =
√

ρH01X00 + V10 , (2)

whereρ represents the Signal to Noise Ratio (SNR) andV10 is
the unit variance AWGN at the relay. The main difference , as
we will see, between the DoQF protocol and the DF protocol
is in the way the relay behaves when it is not able to decode
the messageX00 embedded in the received signalY10.

From now on, R the transmission rate is assumed in
accordance with (1) to be a function of the SNR and to
satisfy R = r log ρ. We also write as usualf(ρ)

.
= ρd if

limρ→∞
log f(ρ)
log(ρ) = d. Finally, (x)+ = max(0, x).

III. DMT OF THE HALF-DUPLEX SINGLE RELAY DF

In order to have a reference of comparison for the perfor-
mance of DoQF, we derive in this section the DMT of the
non orthogonal DF protocol. We begin with a brief descrip-
tion of this protocol. Next, we derive the outage probability
associated with the protocol in order to compute finally its
DMT using (1). As stated in Section II, the source transmits
a code wordX0 = [XT

00,X
T
01]

T of lengthT . The relay listens
to the source message during slot 0 for a duration oft0T

channel uses. At the end of slot 0, the relay attempts to decode
X00. If it succeeds, the relay transmits the corresponding
codewordX11 during the remainder of the frame (slot 1) to
the destination. By referring to (2), we can check that the relay
is able to decode the source message if the event

E = {w : t0 log(1 + ρG01(w)) > R} (3)

is realized. We denote byX11 the code word transmitted by
the relay in this case during slot 1. The destination receives
the signal

[Y T
20, Y

T
21]

T = HE [XT
00,X

T
01,X

T
11]

T + [V T
20, V

T
21]

T , (4)

where HE =

[ √
ρH02It0T 0 0

0
√

ρH02It1T
√

ρH12It1T

]

and V20 (resp.V21) is the unit variance AWGN at the des-
tination during slot 0 (resp. slot 1). We denote byPo,1 the
outage probability of the destination conditioned toE .

Po,1 = Pr[t0 log(1+ ρG02)+ t1 log(1+ ρG02 + ρG12) ≤ R] .
(5)

Let d1(r) = − limρ→∞
log Po,1(ρ)

log ρ designate the DMT ofPo,1.
In the case the relay does not succeed in decoding the source
messagei.e, when the complementary eventE is realized, the
destination receives the following signal

[Y T
20, Y

T
21]

T = HE [XT
00,X

T
01]

T + [V T
20, V

T
21]

T , (6)

whereHE =

[ √
ρH02It0T 0

0
√

ρH02It1T

]

. We denote by

Po,2 the outage probability of the destination conditioned to
the eventE , and byd2(r) the DMT associated withPo,2.

Po,2 = Pr[log(1 + ρG02) ≤ R] . (7)

The outage probabilityPo associated with the DF protocol is

Po = Po,1Pr[E ] + Po,2Pr[E ] = Po,1(1 − Po,r) + Po,2Po,r ,

wherePo,r = Pr[E ] is the probability that the relay does not
succeed in decoding the source message. Definedr(r) as the
DMT of Po,r. It is clear that the outage probabilityPo, and
hence its DMT, is function of the parametert0. Therefore, we
should first compute the DMT of DF for fixed values ofto, say
d(t0, r) = − limρ→∞

log Po(ρ)
log ρ = min{d1(r), d2(r) + dr(r)}.

The final DMT of the protocol, which we denote byd∗DF(r),
can be obtained by maximizingd(t0, r) w.r.t t0

d∗DF(r) = supt0d(t0, r) . (8)

The following theorem provides the closed-form expressionof
d∗DF(r) and of t∗0(r), the argument of the supremum in (8).

Theorem 1:The diversity-multiplexing tradeoff achieved
by the half-duplex single relay DF protocol is

d∗DF(r) =

{

2 − 2
3−

√
5
r for 0 ≤ r ≤

√
5−1√
5+1

(2 − r)(1 − r) for
√

5−1√
5+1

< r ≤ 1 .
(9)

Moreover, the optimal value oft0, as function ofr, that permits
to achieve this DMT is given by

t∗0(r) =

{

2√
5+1

for 0 ≤ r ≤
√

5−1√
5+1

1
2−r

for
√

5−1√
5+1

< r ≤ 1 .
(10)



The DMT of DF given by (9) is plotted in Figure 1, where
we can see that the DF protocol does not achieve the MISO
upperbound for any value of the multiplexing gainr. We
will see in the next section that a better performance can be
achieved by the DoQF scheme. Note also that the value oft∗0
of the non orthogonalDF plotted in Figure 2 is a function
of the multiplexing gainr and is different from0.5 for all
the values ofr. This novel result is to be compared with the
classical choice oft0 = 0.5 which was proved in the literature
to achieve the DMT of theorthogonalDF protocol. The proof
of Theorem 1 is omitted from this paper.

IV. DMT OF THE HALF-DUPLEX SINGLE RELAY DOQF

We begin with description of the protocol as it was intro-
duced in [1]. Next, the outage probability associated with the
protocol is derived in order to compute its DMT. As in the
DF protocol, the relay in DoQF listens during slot 0 to the
source signal (2) and is able to decode the source message if
the eventE defined by (3) is realized. The outage probability
of the destination conditioned to the eventE is, as in DF, equal
to Po,1 given by (5). The difference between DoQF and DF
arises when the relay fails to decode the source message. In
this case, the relay quantizes the received signal during slot 0
and transmits a coded version of the quantized vector towards
the destination during slot 1 using the following steps.
a) Quantization: Denote byỸ10 the quantized version of the
received vectorY10. Vector Ỹ10 is constructed as follows.
Clearly, all t0T components of vectorY10 are independent
andCN (0, ρG01 +1) distributed. Denote by∆2 = ∆2(ρ) the
desired squared-error distortion:

E|Ỹ10(i) − Y10(i)|2 ≤ ∆2(ρ) .

The Rate Distortion Theorem for Gaussian sources [9] tells us
that, provided that the following two conditions are satisfied

Q > log

(

ρG01 + 1

∆2

)

[a], ρG01 + 1 > ∆2 [b] (11)

for some Q > 0, then there exists a(
⌊

eQt0T
⌋

, t0T )-rate
distortion code which is achievable for the distortion∆2. In
practice, such a code can be constructed by properly selecting
the quantized vector̃Y10 among a quantizer-codebook formed
by

⌊

eQt0T
⌋

independent random vectors with distribution
CN (0, (ρG01 + 1 − ∆2)It0T ). Note that condition (11)-[b]
is necessary for the construction of the above code because it
ensures thatρG01 + 1 − ∆2, the variance of each component
of the code words is positive. Vector̃Y10 is selected among
this codebook in such a way that sequencesY10 and Ỹ10

are jointly typical w.r.t. the joint distributionp(Y,Ỹ ) given

by Y = Ỹ + ∆Z where Ỹ and Z are independent r.v with
respective distributionsCN (0, ρG01 + 1−∆2) andCN (0, 1).
ParameterQ can be interpreted as the number of nats used
to quantize one component of the received vectorY10. This
parameter must be chosen such that condition (11)-[a] is
satisfied. This is why we choose

Q = Q(ρ) = log

(

ρG01 + 1

∆2(ρ)

)

, (12)

which guaranties that condition (11)-[a] is satisfied with the
smallest number of nats per channel use that must be for-
warded to the destination. In order to complete the definition
of the quantizer, we still need to define the way∆2 depends
on the SNRρ. In this paper, we assume that

∆2(ρ) = ρδ ,

where parameterδ will be fixed later. If δ is negative,
then fine quantizationwill be achieved at high SNRi.e,
limρ→∞ ∆2(ρ) = 0. However, we do not forceδ a priori
to be negative but instead we optimize it in order to maximize
the DMT of the protocol.
Remark: Condition (11)-[b] states that the quantization step
is possible in case the event

S =
{

w : ρG01 + 1 > ∆2
}

. (13)

is realized. In case the complementary eventS is realized,
the relay does not quantize the source message and remains
silent during slot 1. The latter case happens with negligible
probability provided thatδ is chosen properly.
b) Forwarding the Relay Message: During the second slot of
lengtht1T , the relay must forward the index of the quantized
vector among the possible

⌊

eQt0T
⌋

ones. To that end, the relay
uses a Gaussian codebook with rateQt0/t1. If we denote by
X11 the corresponding codeword, the signal transmitted by the
relay can be written as

√

φ(ρ)X11, whereφ(ρ) is the power
of the relay. Functionφ(ρ) should be selected in such a way
that the power constraint is satisfied.
Remark: In order to make explicit this power constraint, let
us derive the mean energy spent by both the source and the
relay to transmit a block ofRT nats. The source transmits
the signal[

√
ρX00,

√
ρX01] spending the energyE0 = ρT .

If the eventE is realizedi.e, if the relay decodes the source
message, then the relay transmits the signal

√
ρX11 and spends

ρt1T Joules. In the other case, the relay transmits
√

φ(ρ)X11

spendingφ(ρ)t1T Joules. Recalling thatPr[E ] = 1 − Po,r,
the mean energy spent by the relay is thenE1 = ρt1T (1 −
Po,r)+φ(ρ)t1TPo,r. The power constraint should ensure that
E0+E1 the total energy spent by the network does not exceed
the energy the source would have spent in the non cooperative
casei.e, E0 + E1 ≤ constant× Tρ, which leads to

ρT + ρt1(1 − Po,r) + φ(ρ)t1TPo,r ≤ constant× Tρ . (14)

Now since we are evaluating the performance of the DoQF
protocol from a DMT perspective, this power constraint should
be examined in the asymptotic regime whenρ tends to infinity.
For that sake, one can easily verify using the definition ofPo,r

and assumingR = r log ρ that Po,r
.
= ρ−(1−r/t0)

+

. After
some simple manipulations on (14), the power constraint in
the asymptotic regime can be written asφ(ρ)ρ−(1−r/t0)

+ .
≤ ρ

leading to the following conditionφ(ρ)
.
≤ ρ1+(1−r/t0)

+

. In
the sequel, we chooseφ(ρ) = ρ1+(1−r/t0)

+

.
c) Processing at Destination: In case the eventS defined
by (13) is realized, condition (11) - [b] will be satisfied and
the relay will quantize the source message. In this case, the



destination proceeds as follows. It tries first to recoverX11 the
relay message received during slot 1 and uses it to help decode
the source message. The signal received by the destination
during the second slot can be written as

Y21 =
√

φ(ρ)H12X11 +
√

ρH02X01 + V21 . (15)

Note that (15) can be seen as a MAC channel. In order to
recoverX11 (and consequentlỹY10) from (15), the destination
interprets the source contribution as noise. It succeeds in
recoveringỸ10 in the case the event

F =

{

w : t1 log

(

1 +
φ(ρ)G12(w)

ρG02(ρ) + 1

)

> Q(ρ)t0

}

(16)

is realized. We distinguish between three possible cases.
Events S and F are realized: In this case, the contribution
of X11 in (15) can be canceled, and the resulting signal can
be written asY

′

21 =
√

ρH02X01 +V21. In order to decode the
source message in this case, the overall received signal canbe
reconstructed asY2 = [Y T

20,
1√

1+∆2
Ỹ T

10, (Y
′

21)
T]T:

Y2 =
√

ρHF [XT
00,X

T
01]

T + V̌10, (17)

where HF =





H02It0T 0
1

1+∆2 H01It0T 0

0 H02It1T



and V̌10 is a unit

variance AWGN. Conditionally to eventsE , F and S, the
outage probability can be expressed [1] as

Po,2 = Pr
[

t1 log(1 + ρG02)+

t0 log

(

1 + ρG02 +
ρ

1 + ∆2(ρ)
G01

)

< R|E ,F ,S
]

. (18)

Denote byd2(r) the DMT associated with the probability

Po,2 ×Pr[E ,F ,S] i.e, d2(r) = − limρ→∞
log(Po,2×Pr[E,F,S])

log ρ .
Note from (16) and (18) thatd2(r) is a function of parameters
t0 andδ.
Events S and F are realized: The destination will only be
able to useY20, the signal received during slot 0, to recover
the source message. Note that, sinceY20 =

√
ρH02X00 +V20,

the outage probability conditionally to eventsE , F andS is

Po,3 = Pr[t0 log(1 + ρG02) < R|E ,F ,S] . (19)

Denote byd3(r) the DMT associated with the probability

Po,3 × Pr[E ,F ,S]: d3(r) = − limρ→∞
log(Po,3×Pr[E,F,S])

log ρ .
Event S is realized: In this case, condition (11) - [b] is not
satisfied and the relay does not quantize the source message.
This is the case of a non cooperative transmission and we can
easily verify that the outage probability conditionally toevents
E and S can be given byPo,4 = Pr

[

log(1 + ρG02) < R
]

.

Denote byd4(r) the DMT associated with the probability
Po,4 × Pr[E ,S]. Finally, recall the definition ofPo,1 given
by (5) as the outage probability of the destination conditioned
to the eventE , and letd1(r) denote the DMT of this proba-
bility. The outage probability of the DoQF protocol is

Po =

Po,1Pr[E ] + Po,2Pr[E ,F ,S] + Po,3Pr[E ,F ,S] + Po,4Pr[E ,S] .
(20)

And the DMT associated withPo is equal to

d(t0, δ, r) = min{d1(r), d2(r), d3(r), d4(r)} . (21)

Note that this DMT depends ont0 and δ sinced1(r), d2(r)
and d3(r) are functions of these two parameters. The final
DMT of DoQF, denoted byd∗DoQF(r), is defined as follows

d∗DoQF(r) = sup
t0,δ

d(t0, δ, r). (22)

Theorem 2:The DMT d∗DoQF(r) associated with the DoQF
protocol is given by Figure 1. In particular, forr ≤ 0.25

d∗DoQF(r) = 2(1 − r)+ ,

so that the DMT of DoQF coincides with the MISO bound
for r ≤ 0.25. For r > 0.25, the DMT is given by

d∗DoQF(r) = sup
t0, δ>0

min{d1(r), d2(r), d3(r), d4(r)}

whered1(r) is defined by (30) andd2(r) by (23), and

d3(r) =2

(

1 −
r

t0

)+

+

(

(

2 +
t0

t1

) (

1 −
r

t0

)+

− (1 − δ)
t0

t1

)+

,

d4(r) =(1 − r)+ + max

{

(

1 −
r

t0

)+

, (1 − δ)+

}

.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

r

d(
r)

 

 

MISO
DoQF
orthogonal DF
NAF
non orthogonal DF

Fig. 1. DMT of the DF and DoQF protocols
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Fig. 2. t∗0(r) for DF and DoQF

Comments on Theorem 2: Theorem 2 states that the MISO
upperbound can be reached by DoQF forr < 0.25. Denote



d2(r) =















(1 − r/t0)+ + max{(1 − r)+, (1 − r)+/t1 − δt0/t1 − (1 − r/t0)+t0/t1}, for t0 ≤ 0.5 & 1 − r ≥ t0 − t1(1 − r/t0)+

(1 − r/t0)+ + max{(1 − r)+, (1 − δ)t0/t1 − (1 + t0/t1)(1 − r/t0)+}, for t0 ≤ 0.5 & 1 − r < t0 − t1(1 − r/t0)+

(1 − r)+ + max{(1 − r/t0)+, 1 − r − δ}, for t0 > 0.5 & 1 − r ≥ t0 − t1(1 − r/t0)+

(1 − r)+ + max{(1 − r/t0)+, 1 − δ − (1 − r/t0)+t1/t0 − (1 − r)+t1/t0}, for t0 > 0.5 & 1 − r < t0 − t1(1 − r/t0)+

(23)

by t∗0(r) and δ∗(r) the argument of the supremum in (22)
i.e, the value oft0 and δ that permits to achieve the DMT
of the protocol.t∗0(r) is plotted in Figure 2 and it is worth
mentioning here that forr < 0.25, the MISO bound is reached
with t∗0(r) = 0.5 and δ∗(r) = 0. For higher multiplexing
gains, the DMT can be obtained by solving (22) using proper
numerical methods (for example, exhaustive search in a 2D
grid of values oft0 and δ). Figure 1 shows that the DMT of
the protocol deviates from the MISO bound forr > 0.25 when
the recovery of the quantized vector from the MAC channel
of (15) becomes a burden for the destination. Nonetheless, the
DMT of DoQF remains better than that of DF on a range
of medium multiplexing gains. But for higher values ofr,
quantization at the relay can no more improve the DMT of
DoQF which becomes equal to the DMT of DF. We note also
from Figure 1 that the DMT of DoQF is better than the DMT
of the Non orthogonal Amplify and Forward (NAF) on the
entire range of multiplexing gains. A sketch of the proof of
Theorem 2 is provided in the Appendix.

APPENDIX

Recalling the definition ofd(t0, δ, r) given in (21), we need
first to computed1(r), d2(r), d3(r) and d4(r) defined in
Section IV. However, for lack of space, only the derivation
of d1(r), the DMT of Po,1 (5), is provided in this paper.
In the following, we assume thatR = r log ρ in accordance
with (1), and we define theexponential orderassociated with
channelHij asαij = − log Gij

log ρ . We can easily verify thatαij

is a Gumbeldistributed random variable with the probability
density functionfαij

(α) = log ρ eαe−e−α log ρ

.
DMT associated with Po,1: We can derive the DMT of
Po,1 using the definition of the exponential orders given
earlier as follows. We insertR = r log ρ, G02 = ρ−α02 and
G12 = ρ−α12 in (5) to obtainPo,1

.
= Pr(t0(1−α02)

+ + (1−
t0)(1 − min(α02, α12))

+ < r), or

Po,1
.
=

∫

O
fα02

(α02)fα12
(α12)dα02dα12 , (24)

with O = {(α02, α12) ∈ R
2|t0(1 − α02)

+ + (1 − t0)(1 −
min(α02, α12))

+ < r}. Inserting in (24) the expression of
fαij

(α) given above,Po,1 can be written now as

P1
.
=

∫

O
(log ρ)2ρ−(α02+α12)e−ρ−α02

e−ρ−α12
dα02dα12 .

It can be shown (refer to [2]) that the term(log ρ)2 can
be dropped from the latter equation without loosing its
exactness. Moreover, integration in the same equation can
be restricted to positive values ofα02 and α12. Define
O+ = O ∩ R

2
+. The probabilityPo,1 can now be written

as Po,1
.
=
∫

O+ ρ−(α02+α12)dα02dα12, and consequently the
DMT associated withPo,1 as defined by (1) can be written as

d1(r) = inf
(α02,α12)∈O+

(α02 + α12). (25)

This infimum can be computed by partitioningO+ into four
subsets according to whetherα02, α12 are smaller or larger
than 1. Recalling the definition ofO+ we can verify that

inf
(α0,2,α1,2)∈O+,α0,2>1,α1,2>1

(α0,2 + α1,2) = 2 (26)

inf
(α0,2,α1,2)∈O+,1≥α0,2,α1,2>1

(α0,2 + α1,2) = 1 + (1 − r)+ (27)

inf
(α0,2,α1,2)∈O+,α0,2>1,1≥α1,2

(α0,2 + α1,2) = 1 + (1 − r/(1 − t0))+

(28)

The caseα02 ≤ 1, α12 ≤ 1 requires some attention. This is
why we use in this case (as was done in [6]) a graphical repre-
sentation ofO+ in order to computeinf(α0,2,α1,2)∈O+(α0,2 +
α1,2). The details of this derivation are omitted from this paper
but will be given in its extended version. Here we only give
the result of this derivation:

inf
(α0,2,α1,2)∈O+

1≥α0,2,1≥α1,2

(α0,2 + α1,2) =

{

2(1 − r)+ for t0 ≤ 0.5
(1 − r)+/t0 for t0 > 0.5

(29)

Finally, d1(r) in (25) can be obtained as the minimum of the
four infima given by equations (26)∼ (29):

d1(r) =

{

2(1 − r)+ for t0 ≤ 0.5

1 + (1 − r/(1 − t0))+ for t0 > 0.5 andr < 1 − t0
(1 − r)+/t0 for t0 > 0.5 andr ≥ 1 − t0

(30)
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