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Abstract— We consider an ultra wide band impulse radio mul-
tiple access scheme based on time-hopping code under a realistic
multipath channel model. As a novelty, we provide a closed-form
expression for the variance of the multi-user interference at the
output of the rake receiver of the user of interest. That enables
us to characterize the optimal time-hopping codes minimizing
the multi-user interference variance. Finally we observe through
simulations that minimizing the multi-user interference variance
translates into better performance by significantly decreasing the
error probability.

I. INTRODUCTION

Ultra Wide Band impulse radio (UWB-IR) based commu-
nication system has known a growing interest for the last
decade. Associated with a multiple access technique such
as the time-hopping, this modulation scheme is especially a
good candidate for short range wireless communication based
network in dense multipath environments.

In this paper, we focus on asynchronous Time-Hopping
Codes (THC) impulse radio multiple access demodulated by
a rake receiver as described for instance in [1]. In syn-
chronous (or quasi-synchronous) links, the multi-user inter-
ference (MUI) may be canceled by the use of orthogonal
codes (see e.g., [2] for application to UWB communication
systems). Conversely, in asynchronous transmissions, the MUI
cannot be nulled and give rise to bit error rate (BER) floor
which limits the system performance. Different works have
tackled the characterization of the MUI in order to predict
the performance of the system. Many of them have modeled
the MUI as a random Gaussian process either in free-space
propagation (see e.g., [1]), or in multipath channels [3]. Due
to this assumption, the resulting MUI does not depend on the
code realization and thus no code optimization is possible.
Based upon a general channel model, and assuming that the
codes as deterministic, we show that the variance of the MUI
can be computed in a closed-form expression with respect to
the THC sequence. Thus, this gives a way to mitigate the effect
of the MUI by selecting the codes carefully.

This paper is organized as follows: in Section II, we intro-
duce the time-hopping UWB-IR based system. In Section III,

the closed-form expression of the MUI variance at the output
of the rake receiver is provided. In Section IV, we discuss
about the THC selection. In Section V, we present simulations
results particularly the error probability for different THCs
selections. Finally, some conclusions are given in Section VI.

II. SYSTEM MODEL

A. Transmitted and received signals

We consider a Pulse Amplitude Modulation1 (PAM) UWB-
IR communication system which employs the time-hopping
scheme as code-division multiple-access technique [4]. We
consider that

���
users are active in the network. These

users transmit information asynchronously through different
propagation channels.

The transmitted signal from user � can be written as
follows:�
	���
�������������� �

� 	����� �! ��"$# �&%'��
�() +* " (-,./	��0 &�1*324()56	7��8 (1)

where9 � 2 is the number of chips of duration *:2 ,9 �;"
is the number of frames of duration * " � � 2<*�2 ,9 %���
�� is the impulse of duration *3=)>?*32 ,9 ��@ # is the integer-floor of @ ,9 � 	��� &�BA)CD(FED8GEIH are the transmitted symbols, assumed to

be independent and identically distributed,9 5 	 represents the time asynchronism, modeled as ran-
dom variable uniformly distributed over a symbol periodJ K 8 � " * " � ,9ML ,. 	 �0 1��NOAPC K 8GQGQ�Q�8 � 2 (-EIH are the THC assumed to be
periodic of period

� "
.

In order to derive the MUI variance, it is convenient
to use the so-called developed time-hopping code (DTHC)
sequence, denoted C
.�	��SRT�UHWVYX+V4Z �3[\<��] , and firstly introduced in

1All the results presented here can be extended to the PPM signal in the
similar way [5].



[2]. The DTHC sequence is deduced from the THC sequenceCT,./	��0 1��H V Z ��[����] as follows:./	��SRT�^�`_ EbaSc�R��d,. 	 �� &��ef � 2 8 K;g  g � " (hED8KjiIk<l7m�n<o aqp m$r (2)

Consequently, (1) takes the following form� 	 ��
��s� �:���S�4� �
� 	 �0 &� VYX&V�Z ��[�\<��] . 	 ��Rt�&%'��
I(u � " * " (vRD* 2 (u5 	 � r (3)

At the receiver (which is assumed to be different from all the
active users), the signal is corrupted by a multipath channel.
Thus the received signal can be expressed as follows:wT�0
���� VYx�	 �:[ V3y�z �:[7{ z	 � 	 ��
�(}| z	 �3e � �0
���8 (4)

where9 { z	 and | z	 are the amplitude and the delay of the ~��0�
path respectively between the user � and the receiver,9 ���

is the number of paths,9 �'�
is the number of active users,9 � ��
�� is an additive zero-mean white Gaussian noise.

For the sake of simplicity, we have assumed that the number
of paths is the same for all the users but generalization to a
different number of paths per user is straightforward. In the
sequel, without loss of generality, we also consider that the
delays have been sorted such as ��� 8 ~ 8�| z	)� | z � [	 holds.

B. Channel statistics
We will consider a statistical model for the different multi-

path propagation channels that enables us to encompass most
of the models proposed so far for the UWB schemes.

For modeling a multipath channel, it is usual to assume that
the amplitude { z	 depends on the corresponding delay | z	 . We
propose to model this dependency by setting { z	 ��� z	 Q<����| z	 �where � z	 is a random variable that accounts for the statistics
of the amplitude (independent of | z	 ) and ���&Q�� is a function
that accounts for the decaying of the amplitude with respect
to the delay. The random variables � z	 are assumed to be
independent and zero mean with variance ����h� ��� � J ��� z	 � ���
and thus check � � J � z/�	 � � zU�	 � � ��� � J � z/�	 � � � � J � zU�	 � � � K

, except
for the case ~ [ � ~ � and � [ � � � . In the following we
put � z	 � ��� � J � { z	 � � � � � �� Qt� � ��| z	 � . The random variables| z	 are assumed to be independent between users but are
usually correlated for a given user. Most of the channel models
proposed for the UWB can be cast into this general model, and
more particularly, the recent modified Saleh-Valenzuela model,
which has been selected in the TG3a for the IEEE 802.15.3a
standard [6]. In this model, when only one cluster is considered
(as it will be in the simulation section of this paper), the
delay | z	 follows a Poisson distribution with parameter � .
Furthermore, the amplitude � z	 ��� z	 QY� z	 , where � z	 is
equiprobable � E and � z	 is a log-normal random variable.
Notice that, in the original Saleh-Valenzuela model [7], the
amplitudes � 	 z are real zero mean Gaussian random variables.

The function ���&Q�� is chosen as follows: ����| z	 ����� � �W¡¢T£<¤
where ¥ is the path power-decay time.

C. Rake receiver

We assume here a generic rake receiver that may select any
subset ¦ of §�¨ paths (with §�¨ g � � ). Let assume that the
receiver demodulates symbols of one of the active users, let
say user E . Then, the rake output can be written as (assuming5 [ � K ):©�� �ª<«$¬ { ª [3­ V Z�®$Z] w���
We¯| ª[ �±° V�X1V Z ��[�\<�3] . [ ��Rt�&%'��
4(²RD* 2 �³ ´/µ ¶· ��¸º¹�»

� 
�8 (5)

where ¼ [ �0
�� is the receiver template for user E . By putting (4)
into (5) we obtain :©'� �ª<«$¬ { ª [ VYx�	 �Y[ V y�z �:[7{ z	;½Dz
¾ ª ¾ 	���56	¿��efÀ�8 (6)

where À � �`Á ªÂ«$¬ { ª [�Ã V Z�®$Z] � �0
YeP| ª[ � ¼ [ ��
�� � 
 is the filtered
noise, and½tz
¾ ª ¾ 	��056	¿� � � ��������� �

� 	3�0 &� V X V Z �3[�\<��] ./	���RT� ­ V Z/®6Z] ¼ [ ��
��4Q (7)%���
�(} �;" * " (²RD*�24(}56	;(ÅÄ�| zW¾ ª ¾ 	¿� � 
�8
with Ä�| z
¾ ª ¾ 	 � �Æ| z	 (Ç| ª[ . Expression (6) can be separated into
four terms © � ��© [ ef© � eÈ©WÉ^eÊÀ�8 (8)

with © [ � �ª<«$¬ � { ª [ � � ½ ª ¾ ª ¾ [ � K ��8 (9)

© � � �ª<«$¬ { ª [ V3y�zDË� ª �Y[�{ z[ ½ z
¾ ª ¾ [ � K ��8 (10)

© É � �ª<«$¬ { ª [ V:x�	 � �
V�y�z �Y[�{ z	7½ z
¾ ª ¾ 	 �05 	 ��8 (11)

which can be interpreted as follows:9 © [ is the energy collected from the user of interest,9 © � is the inter-symbol/inter-frame interference (ISI/IFI)
for the user of interest,9 ©WÉ is the multiuser interference.

The energy © [ and the filtered noise À do not depend on the
code selection whereas © � and ©WÉ do. In practical systems the
ISI/IFI can be chosen arbitrarily small regardless of the codes
by inserting a guard time, larger than the maximum delay
spread of the channel, placed at the end of each frame (see
e.g., [4]). In contrast, the MUI is inherent of the Time-Hopping
UWB-IR transmission scheme and can be mitigated only by
designing the codes properly. Therefore, as mentioned in the
introduction, the rest of the paper will be dedicated to the
research of optimal codes that minimize the variance of the
MUI.

As ©WÉ depends on random variables � z	 ,
� 	 , 56	 and | z	 , we

would like to know that the variance of MUI averaged over



all these nuisance parameters. Therefore, the objective of the
paper is to derive in closed-form expression the variance of
the MUI, ���É � ��� � ¾ Ì�¾ Í/¾ � J © �É � .
III. CLOSED-FORM EXPRESSION FOR THE MUI VARIANCE

The purpose of this section is to evaluate the MUI variance���É with respect to the DTHC. In order to derive this variance,
we firstly need the following lemma.

Lemma 1 Let 5 	 eÎÄ�| zW¾ ª ¾ 	 �ÐÏ z
¾ ª	 � " * " eÒÑ z
¾ ª	 * 2 eÔÓ z
¾ ª	 8
where9 Ï z
¾ ª	 �Õ�&�056	�ehÄ�| z
¾ ª ¾ 	¿�<! ��" * "6# ,9 Ñ z
¾ ª	 �Õ�&�05 	 ehÄ�| z
¾ ª ¾ 	 (ÊÏ z
¾ ª	 � " * " �<!6* 2 # ,9 Ó z
¾ ª	 A J K 8�* 2 � , the remainder.
Let w�=�=B���W� � � Ã ���� � %'��
��&%'��
Ö(h�W� � 
 . As the time support ofw =�= is much less than * 2 , we get:½ z
¾ ª ¾ 	 ��5 	 �×� � 	 �&(ØÏ z
¾ ª	 ��ÙÛÚ �[ ¾ 	 �0Ñ z
¾ ª	 �1w =�= ��Ó z
¾ ª	 ��eÚ �[ ¾ 	 �0Ñ z
¾ ª	 e�E
�&w =�= �ÛÓ z
¾ ª	 ()* 2 �+ÜFe� 	 �&(ØÏ z
¾ ª	 (PE
��ÙÛÚ �[ ¾ 	 ��Ñ z
¾ ª	 �&w =�= �ÛÓ z
¾ ª	 ��eÚ �[ ¾ 	 �0Ñ z
¾ ª	 e�E
�&w�=�=B�ÛÓ z
¾ ª	 ()*32U�+Ü�8 (12)

with Ú �Ý ¾ 	 ��Ñ$�×� Þ �3[�z ��] . Ý � ~ �&. 	 � ~ ()Ñ$�/8 (13)

Ú �Ý ¾ 	 ��Ñ$�×� V X V Z �3[�z � Þ
. Ý � ~ ��./	�� ~ (ÅÑ$� r (14)

Proof: Using the definition of ¼ [ �0
�� given in (5) leads to

½Dz
¾ ª ¾ 	���56	7�ß� ��������� �
� 	��� &� V X V Z �3[�\<��] V X V Z ��[�\ � �3] .G	3�SRT�&. [ �SR [ �

w =�= ���àÏ z
¾ ª	 ef &� � " * " e���Ñ z
¾ ª	 e}RF(²R [ �&* 2 eÊÓ zW¾ ª	 � r
As the time support of wW=�= , denoted by * ¨&átá is less than *32 ,

the terms contributing to the previous equation are non-null if
and only if(â* ¨�áDá g �àÏ z
¾ ª	 e} 1� ��" * " eP�0Ñ zW¾ ª	 eORv(ÇR [ �&*�2�eãÓ z
¾ ª	 g * ¨�áDá r

As Ä�| z
¾ ª ¾ 	åä K (the case Ä�| z
¾ ª ¾ 	 gPK can be achieved in a
similar way) and, ( � 2 �;" ehE g Ñ z
¾ ª	 eORv(ÇR [ gPæ � 2 �;" ( æ ,
the non-null terms in ½ z
¾ ª ¾ 	 ��5 	 � are obtained for Ï z
¾ ª	 eã Y� K
or (FE . We derive the term for Ï z
¾ ª	 ef �� K . Thus it impliesRu(çR [ ehÑ z
¾ ª	 is equal to (FE or

K
. The term in ½ z
¾ ª ¾ 	 ��5 	 � forÏ z
¾ ª	 ef �� K takes thus the following form:� 	���(ØÏ z
¾ ª	 � J Ú �[ ¾ 	 ��Ñ z
¾ ª	 �&w�=�=Ö�ÛÓ z
¾ ª	 �<evÚ �[ ¾ 	 �0Ñ z
¾ ª	 e�E
�&w�=�=B�ÛÓ z
¾ ª	 (â*�2Â� � r

The derivation for the term associated with the conditionÏ z
¾ ª	 e� ��?(FE can be done in a similar way and provides
the second part of (12).

Quantities Ú �Ý ¾ 	 �0Ñ$� and Ú �Ý ¾ 	 �0Ñ$� can be viewed as a partial
cyclic cross-correlation between user è and user � .

Since the random variables involved in ©$É are assumed
independent, we can compute the expectation independently
one after another. For convenience purpose, we present the
computation taking the expectations in the following order:� z	 ,

� 	 , and then 5 	 , | z	 . From (11) and (12) and after
straightforward derivations, the expectation of © �É over the
amplitude and the symbol is given by:� � ¾ Ì J © �É � � �	 ¾ z
¾ ª � z	 � ª[ Ù éG�0Ú �[ ¾ 	 ��Ñ z
¾ ª	 �<� � eÖ�0Ú �[ ¾ 	 ��Ñ z
¾ ª	 �<� ��ê w �=�= �ÛÓ z
¾ ª	 ��eé��0Ú �[ ¾ 	 ��Ñ z
¾ ª	 e�E
��� � eÖ��Ú �[ ¾ 	 �0Ñ z
¾ ª	 e-EW��� �Sê w �=�= ��Ó z
¾ ª	 ()*�2Â�+Ü r

For a fixed Ä�| zW¾ ª ¾ 	 value, when 5 	 ranges from
K

to
� " * " ,Ó z
¾ ª ¾ 		 ranges from

K
to * 2 , periodically � � 2 � " (ÔEW� times.

Thus the expectation over 5 	 yields:� � ¾ Ì�¾ Í J © �É � � E� " * " �	 ¾ z
¾ ª ¾ Þ�
z	 � ª[ Ù0é3��Ú �[ ¾ 	 �0Ñ$�<� � e��0Ú �[ ¾ 	 ��Ñ$��� �Gê ¥ [ eé3�0Ú �[ ¾ 	 ��Ñâe�E
�<� � eë��Ú �[ ¾ 	 �0Ñße�E
�<� ��ê ¥ � Ü�8

with¥ [ � � ­ ® X] w �=�= ��ÓI� � ÓjìIí¿î ¥ � � � ­ ® X] w �=�= �ÛÓ�(}*32Â� � Ó r
Using the codes periodicity we have:�
Þ ��Ú �[ ¾ 	 �0Ñ$�<� � e;��Ú

�[ ¾ 	 �0Ñ$�<� � � � Þ ��Ú �[ ¾ 	 �0ÑIe�EW��� � e;��Ú
�[ ¾ 	 �0ÑIe�EW��� � 8

and putting ¥ =�= � � ­ ® X� ®6X w �=�= �ÛÓI� � Ó�8
we get� � ¾ Ì�¾ Í J © �É � � E��" * " �	 ¾ z
¾ ª ¾ Þ �

z	 � ª[±ï ��Ú �[ ¾ 	 �0Ñ$��� � eO��Ú �[ ¾ 	 �0Ñ$�<� �Wð ¥ =�= r
In the previous equation, only the terms � z	 still depend on the
delays. Consequently the expectation over the delays leads to:� �É �òñ ¥ =�=� " * "�ó [ 8 (15)

where

ó Ý � � V:x� ¢
ô �¢DõôDö ó Ý ¾ 	 8 (16)

ó Ý ¾ 	 � � V X V Z ��[�
Þ �3] ��Ú �Ý ¾ 	 �0Ñ$�<� � eë��Ú �Ý ¾ 	 ��Ñ$��� � 8 (17)

ñ � � �ª<«$¬ � �;÷ � ª[/ø V�y�z �:[ � �;÷ � z	 ø r (18)

The computation of the variance of the MUI has been
tackled by other authors. The earliest work can be found in [1]



for free-space propagation and has been extended to multipath
channels in [3]. The difference between those works and our is
that they rely upon different assumptions. The main difference
is the random assumption for the asynchronism, which they
assume to be uniformly distributed over

J K 8�* " � , whereas we
assume that it is uniformly distributed over

J K 8 �ù" * " � . We
think this last assumption is more appropriate since the code
period is spread over duration

� " * " , whereas [1] and [3]
ones accounts for almost synchronized transmissions. They
also assume that

� 2 * 2 � * " ! æ ( æ * = which corresponds
to a guard time of more than ú Kfû of the frame duration.
This assumption along with the fact that the asynchronism is
assumed to belong in

J K 8�* " � allow to consider the frames as
independent. Thus, although they consider the case

�¯" ä`E ,
their approach corresponds to our case as if one frame occurs
(
�;" �ÎE ).

IV. OPTIMAL TIME-HOPPING CODES SELECTION

Expression (15) clearly shows the contribution of the im-
pulse shape through ¥ =�= , the codes through ó [ and the chan-
nel through ñ . The interesting property of this expression is
that the codes contribution appears in factor of the other terms
and thus can be optimized independently from the channel and
the pulse shape. We can thus identify a criterion that we may
enable us to select pairs of codes, �0ü [ 8<ü 	 � , which minimizesó [ , where ü 	 � J . 	 � K ��8GQ�QGQ�8<. 	 � � 2 � " (�E
� � denotes the DTHC
vector of user � . This criterion is equivalent to minimizing for
all � , ó [ ¾ 	 . We have demonstrated that the minimum value ofó [ ¾ 	 is equal to

� �" (see [5] for details), thus we can deduce of
it, that the minimum MUI variance is achieved if and only if
the set of pair of codes CT�0ü [ 8<üD	¿��8 � � æ 8GQ�QGQ/8 � � H verifies the
condition, ó [ ¾ 	²� � �" . A pair of codes verifying ó [ ¾ 	ç� � �"
is called an “optimal pair”.

Notice that, we have established a criterion that enables us
to find optimal pair, but it does not provide any method for
constructing the optimal codes. However, for a given user � ]
it is possible, via exhaustive search to find the set of all the
optimal pairs ( üD	$ý$8<ü Ý ) for reasonnable values of

� 2 and
��"

.
As soon as

� 2 and/or
��"

is too large, exhaustive search fails
and elaborating a low-complex constructive method is still an
open issue.

All the users (or nodes) belonging to this set, constitutes a
network where the users can transmit at the same time while
user � ] is able to demodulate any subset, while experimenting
the least MUI possible.

In Fig. 1, we display the percentage of all possible optimal
pairs versus

� 2 for
� " �Õþ and

� " � ÿ . We observe that
this percentage increases when

� 2 increases. Consequently, as
soon as

� 2 is large enough, the optimal pairs are not seldom.
As an example, for

� " � þ and
� 2 � E � , we have found

a set of optimal pairs of codes with
�;� ��� users. The set

is as follows: ,. [ ��C K 8 K 8 æ H , ,. � ��C K 8GED8�ÿ7H , ,.GÉå��C K 8<ÿ¿8�E$H ,,.��²��C K 8 ú 8GE K H , ,.��O��C K 8	�78�E æ H , ,.�
å��C K 8��T8GE�ÿ7H , and ,.��O�C K 8 � 8�E
��H .
We can also remark that in earlier works, due to the

assumptions the collision term ó [ is always equal to E , and

thus all the pairs are optimal. Therefore their expression of
the MUI variance does not depend upon the codes [1], [3].
As a conclusion, our result (15) is novel since it is adapted
to UWB Impulse Radio scheme, and is useful since it enables
us to distinguish the ”good” codes from the ”bad” codes in a
realistic propagation scheme.

V. SIMULATIONS

In this section, we analyze through simulations the influence
of the codes on the error probability.

Like [8], we compute the true error probability at the output
of the rake receiver. It is given by ��� ��� 8�|78 � 8<578 � �^��� n C
© �K�� � 8�|78 � 8<578 � H , assuming that

� [ � K � , the transmitted symbol
of the user of interest, is fixed and is equal to

� [ � K � � E .
The average error probability denoted �� � is then obtained
by averaging � � ��� 8�|78 � 8<578 � � over all the random variables
and can be written �� � � � � ¾ � ¾ Ì��/¾ Í��/¾ 	 J � n CW© � K�� � 8�|¿8 � 8�578 � H �
where � JSr � stands for the empirical mean and where

��� ���� C � [ � K ��H and 5 � �Ò5 � C�5 [ H . As the noise � is zero-mean
Gaussian, �� � reduces as follows:���� ��� � ¾ � ¾ Ì � ¾ Í � � Eæ m�n c��! © [ eÈ© � eÈ©
É" æ ��# $&% 8 (19)

where � �# is the variance of the filtered Gaussian noise À .
By considering that optimizing the variance of the MUI

with respect to the THC is a relevant task, we have implicitly
assumed that the encountered MUI is Gaussian (as in [4] and
[3]). Unfortunately as observed in [9], the MUI is not Gaussian
and the true error probability given by (19) is actually much
larger than the error probability calculated under the Gaussian
MUI assumption. According to simulation results, we will
see that the codes optimization based on the minimization
of the MUI variance remains valid in practice, i.e., the error
probability (19) for optimized codes is much smaller than for
the non-optimized ones.

For the simulations, we consider the channel model CM
æ

proposed in [6] with only one cluster. We consider a selective
rake (SRAKE) receiver with § ¨ � þ fingers. Parameters
of the Gaussian pulse %'�0
�� are chosen such that the pulse
spectrum fits the shape of the FCC spectral mask [10]. For
practical purpose, the pulse (with unitary energy) is truncated
to duration *3=)�ÒE ns, and thus, can be written as:%'�0
��^� æ " æ� ��' � i pG� æ ' � ] �0
�(}*�=4! æ �<�&� � ¸S¹ � ® á £ � » � £ �)( � °�*,+ ] ¾ ® á.- 8
with ��� �0/7EDE�°}E K � � ns and � ] �1� r � ú GHz.

The frame duration is * " �2� K í¿p . We put
�;" �ëþ , � 2^� E �

and
� � �3� . In the sequel, we consider only one user of

interest, namely, the user E . Consequently the number of pairs
of codes is equal to � .

To check the benefit of our code optimization procedure, we
have inspected the error probability of the user E for three dif-
ferent configurations: in the first configuration (denoted

K !4� ),
all the interfering users use non-optimal pairs of codes; in
the second configuration (denoted þt!4� ), half of the interfering
users use optimal pairs of codes; and in the third configuration
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Fig. 1. Percentage of optimal pairs of codes vs 576
(denoted �t!8� ), all the interfering users use optimal codes.
Obviously this last configuration is the best one.

In Fig. 2, the average error probability �� � is plotted versus
the average received bit energy to noise ratio, �9;: ! � ] with�9 : �×� � ¾ � ¾ Ì�¾ Í J Ã V�Z ® Z] w �[ �0
�� � 
 � where w [ ��
�� is the received
signal associated with user E . For the channel model [6],
we find �9;: � � " w =�= � K ��Q:ÁëV yz �:[ � � J � z[ � with � � J � z[ � �� z � � edEW! ¥ � � z . We remark that the performance improves
as soon as some optimal pairs of codes are used.

VI. CONCLUSION

A closed-form expression of the MUI variance at the output
of a rake receiver has been derived for general assumptions
on the channel and the rake receiver. The expression of the
MUI variance shows that the code contribution appears in
factor and is independent of the other parameters of the
transmission scheme. We have deduced from this expression
a practical criterion that enables us to select a set of optimal
codes that ensures minimal MUI variance at the output of the
rake receiver. Simulations have shown that using the codes
which minimize the MUI variance leads to decrease the error
probability significantly. Thus, the proposed criterion appears
as a useful tool for designing THC in UWB-IR transmissions.
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