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Abstract. We propose in this article an image classification technique based
on kernel methods and graphs. Our work explores the possibility of applying
marginalized kernels to image processing. In machine learning, performant algo-
rithms have been developed for data organized as real valued arrays; these algo-
rithms are used for various purposes like classification or regression. However,
they are inappropriate for direct use on complex data sets. Our work consists of
two distinct parts. In the first one we model the images by graphs to be able to
represent their structural properties and inherent attributes. In the second one, we
use kernel functions to project the graphs in a mathematical space that allows the
use of performant classification algorithms. Experiments are performed on medi-
cal images acquired with various modalities and concerning different parts of the
body.

1 Introduction

Most of the traditional machine learning techniques ultimately cope with basic numeric
features given in the form of arrays [1]. Such input information is processed for various
purposes, like classification or regression.

Nevertheless, it has become clear recently that machine learning should be able to
cope equally with more complex input data, such as images, molecules, graphs or hy-
pergraphs. The attributes that one can use to describe the input information are complex
and very often inaccurate. In this context, classical learning methods do not provide a
generic solution to the problem of processing complex input data.

Instead of changing the classical machine learning algorithms, our choice is to go in
the opposite direction and to adapt the input for classification purposes so as to decrease
structural complexity and at the same time preserve the attributes that allow assigning
data to distinct classes.

As these complex structures started to emerge from various scientific areas (com-
puter science, chemistry, biology, geography), one possible approach that we also em-
ploy in the current work has been to add a supplementary preprocessing step involving
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structure and attribute extraction. In this way, we can return to the vectorial case by
projecting a complex structure x belonging to a certain general space X into the n-
dimensional real vector space R” or in an infinite-dimensional Hilbert space. Different
approaches have been used to project images in classifiable spaces. In one of them,
images are treated as indivisible objects [2] and only global attributes are extracted.
Another strategy has been to treat images as ~bags” that contain indivisible objects [3],
and interpret them by indexing these objects and their attributes, but ignoring what-
soever the relationships among them. However, the novel strategy that best defines our
approach is to interpret images as organized sets of objects [4—6] and extract at the same
time object attributes and structural information.

(a) Angiogram (b) MRI (c)CT

Fig. 1. Examples of medical images

We intend to use our work for the classification of 2D gray level medical images
acquired using different techniques and concerning different parts of the human body.
More precisely, the test base includes angiograms (Fig. 1(a)), sonograms, MRIs - mag-
netic resonance images (Fig. 1(b)), X-rays, CTs - computed tomograms (Fig. 1(c)),
acquired with different imaging systems and following different protocols (even in each
class). Most images also present small annotations, intended for the human reviewers.
A good classification technique for this family of images should be able to cope with
the generality factor due to the variety of classes and of acquisition techniques and
equally with that due to noise (annotions, arrows) which are placed by instruments or
by technicians and which are supposed to facilitate the work of medical teams.

This article starts with a brief presentation of support vector machines in Section 2
and of kernel methods for graphs in Section 3, emphasizing the one that represents the
starting point for our work. Afterwards we describe in Section 4 our graph model for
images, based on a generic, non-supervised segmentation followed by attribute extrac-
tion on the resulting structure. In Section 5, we explain where the difficulty of working
with these attributes resides, and we propose a classification method adapted for image-
issued graphs. This constitutes indeed the main contribution of the paper. Preliminary
results on medical images are discussed in Section 6.



2 SVM C(lassifiers and Kernel Machines

In its basic form, a Support Vector Machine (SVM) classifier uses two sets of discrim-
inative examples for training; these examples belong to a vector space endowed with
a dot product. The main advantage of this classifier is the fact that it minimizes the
classification error while maximizing the distance from the training examples to the
separating hyperplane. It also allows the definition of a soft margin to prevent the mis-
labeled examples from perturbing too much the classification. Although SVMs have
been originally designed as linear classifiers, they have been extended to perform non-
linear discrimination [7] by using a “kernel trick”, that replaces the dot product needed
in computation by a non-linear positive definite kernel function. As a consequence,
the examples are projected into a Hilbert space of higher dimension, called the feature
space, which allows the construction of a linear classifier that is not necessarily linear
in the initial space.

An important observation is that the classifier only needs the value of the kernel
function between the examples. An additional advantage of this approch is that it allows
classifying elements issued from spaces which are not naturally endowed with inner
products (such as graph, tree or string spaces), as long as we use a valid kernel function.

3 Marginalized Graph Kernels

In this section, we briefly describe the marginalized kernel for labeled graphs.

We perform feature extraction on an undirected graph G, whose set of vertices is X.
The graph is labeled using the functions v : X — S, for its verticesand e : X XX — S,
for its edges, S, and S, being two label sets. For the sake of clarity, we note v(x) by v,
and e(x1, x2) by ey, x, .

Feature extraction is carried out by first creating a set of random walks [8, 9]. The
first element of the walk is a vertex x; given by a certain probability distribution over X.
At a subsequent moment during the generation, the walk will end at the current vertex
x; with a fixed (small) probability or it will continue by visiting a neighboring vertex
Xiti-

For each walk h = (x1, x2, ..., X,), labeled as I, = (Vx,, €x,x,5 Vxy» - - - » Vx, ), the prob-
ability to obtain it may be expressed as:

p(hiG) = pye) | | piriteir) (1)
i=2

in which p; and p, have to be chosen in order to build p(4|G) as a probability distribution
in the random walk space X* = UfilXi , the union of all random walk spaces of a certain
finite length i . One proposal for p, and p;, that we have also adopted for our model, is
given for example in [9].

The kernel between two graphs G and G’ measures the similarity of all the possible
random walk labels, weighted by their probabilities of apparition:

K(G,G) = ) Y k. K)p(hIG)p(HG") )

h W



As for the kernel between two random walk labels, a natural option is to define it as O if
the walks have different lengths, and the product of all the kernels for their correspond-
ing constituent parts otherwise:

k(h» h/) = kV(Vxl s Vx']) 1_[ ke(exi,lxi, ex;ilxl’)kv(vx;’ fo) (3)
i=2

where k" and k¢ denote the kernel functions used for computing vertex and edge simi-
larity, respectively. In computational chemistry, where this kernel has been extensively
and successfully used, label functions have a limited range and therefore an appropriate
kernel for assessing vertex or edge label similarity is the Dirac kernel:

1,ifz=t
0 , otherwise

ks(z, 1) = { “)
Even so, computing the marginalized kernel for two graphs is difficult in the ab-
sence of two supplementary variables [10]. The first one /7y = ((75(x, X))y vyex2 1S @
[X]|X’| vector containing the joint start probabilities of two vertices x € X and x’ € X’
if they have the same label, and 0 otherwise. The second variable needed for the kernel
computation is I7; = ((r;((xy, x]I(x2, x’z))))(xl,x/l),(xmé)exz is a [X||X’| x |X]|X’| square ma-
trix whose elements assess the joint transition probability between two pairs of vertices
belonging to the first and to the second graph, if and only if these vertex pairs and the
corresponding edge pair are identically labeled (otherwise the probability is null):

{ﬂs(x’ x') = pSx)p¥ () ,
(1, X)I(x2, x5)) = pE(x1lx2) p (x)1x})

®)

Using these new variables and 1 - the vector with all its values equal to 1, the kernel
can be evaluated as:

K(G,G)=1"(I-1)"1 (6)

Due to the inversion of /7, which dominates the computation cost, the problem has
an order of complexity of O((|X||X’|)*). However, one may take advantage of the sparsity
of I1,, as well as of other methods [10, 11], in order to boost the performance of the
algorithm. Many of these improvements are conditioned by a small range of labels and
a low degree of vertex connectivity.

4 Graph Models of Images

The first step of our method consists in extracting and modeling image information. In
order to achieve this, we use a labeled graph support (vertices are labeled as well as
edges). The graph is obtained by first segmenting the initial image into regions, which
allow us to describe its structure and to facilitate the information extraction step. Dis-
tinct regions correspond to vertices, while edges model the spatial relationships between
regions. Beside this information brought by the structural expressivity of the graph, we
integrate in the labeling relevant intrinsic information that we describe in detail later.



Therefore, the interest of using a graph structure goes beyond the structural expressivity
and is due to the possibility that it offers to save various data and link them to particular
components.

Unsupervised segmentation, as the low-level processing stage of our classification
system, is an important and at the same time difficult task. Good results of a classifier
with no prior information on the elements to be classified imply the use of a segmenta-
tion method that works reasonably well for any input image type.

For our processing stage we adopt a generic hierarchical image segmentation par-
adigm [12-14]. We suppose that the image is divided into components that may be
further divided into subcomponents. This decomposition may be represented by a tree
whose root node is the whole image and whose leaf nodes represent a partition of tiny
regions built at the beginning of the processing step. This partition may be for example
the set of pixels of the image. The advantage of employing a hierarchical segmentation
method is that changes are gradual, unlike for other methods where the variation of one
parameter may induce a completely different segmentation map. This aspect is relevant
because medical images which have been acquired using different protocols but show
the same body parts are sensitive to segmentation methods that use absolute thresholds.
As opposed to that, hierarchical segmentation gives emphasis to relative relationships
between image subconstituents.

To generate the leaf node partition of the tree, instead of employing each pixel as a
terminal node in a tree, we use a watershed over-segmentation that leaves us however
with a very large number of small regions. At this point we start climbing in the tree
structure by merging neighboring regions that have the closest average gray levels:

dify(ri,r2) = |ave(r) — avy(ro)| ()

where av,(r) denotes the average gray level in the region r.

Concerning the stopping condition for the fusion process, we have chosen to set a
dynamic threshold #. If the smallest gray level difference between two neighboring re-
gions is higher than the threshold, we decide that the regions are not similar enough for
the fusion to be performed and we stop. The threshold is dynamic because we compute
it at each step as a (fixed) fraction f of the difference between the highest and the lowest
region gray levels that exist in the image:

tr=f- (m?x ave(r) — Hel}n avy(r)) ®)

As an example, we present a typical mammography in Fig. 2(a), along with one
of the best possible human-assisted watershed based segmentations (Fig. 2(b)) and the
result of the unsupervised method presented above (Fig. 2(c)).

Once the fusion has ended, we compute the following attributes for the resulting
regions, encoded as vertices:

— region surface in pixels,

— relative surface, a real value that represents the percent of the image covered by the
concerned region,

— average gray value of the region,



(a) Initial image (b) Direct segmen- (c) Region fusion
tation

Fig. 2. Mammography segmentation

— relative average gray value, corresponding to an affine transform with respect to the
highest and lowest average gray values in the image, guin et gmax:

8 — 8min

>
max — 8min

grayre(r) = 9

— region perimeter,

— region compacity, in [0, 1/(4x)] and defined as the ratio between its surface and its
squared perimeter,

— number of neighboring regions.

For the time being, the only relationship encoded by the edges (implicitely) is the neigh-
borhood.

In Fig. 3, we present how the region number evolves when we modify the fusion
threshold. Regions in images with a stronger initial over-segmentation tend to merge
faster, so that for a fraction f > 0.1, results will start to be similar enough to those of
images that presented a medium and low over-segmentation due to a smaller size or to
a lower contrast, for example. This is an interesting result of our approach.

5 A Kernel for Image-Based Graphs

For image-based graphs, we propose a marginalized kernel different of that used in
computational chemistry, which is able to better cope with specific image attributes.

A major structural difference in image-based graphs concerns the connectivity. While
it is uncommon that atoms present more than four links towards the rest of the structure
they belong to, this changes dramatically in the case of image regions, where there is no
limit for the number of neighbors a region might possess. Potential optimizations based
on graph sparsity become useless and, at the same time, the region neighborhood rela-
tionship has a lower importance than it has in a chemical compound, where the number
of vertex neighbors n(x) could be a used by a Dirac type kernel, as in Eq. (4). In our case
however, the function n(x) is unreliable as it is heavily influenced by the segmentation
step, and cannot be helpful in building a vertex kernel or a significant part of it.
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Another major difference in image-based graphs concerns the labeling. In the ini-
tial approach, vertices and edges are labeled using a small set of chemical symbols and
possible bindings, and much information is given by the existence of the edge. The fun-
damental modification in the case of image-based graphs is that the labeling variable
space becomes continuous and multi-dimensional, and a significant part of the infor-
mation migrates from the graph structure to the labeling of its constituent parts.

The marginalized kernel presented in Section 3 employs a Dirac kernel for vertices
and edges, which is useful for assessing structural similarities but is not adapted for a
graph whose labeling is a major source of information. Under these circumstances, we
have tried to adapt the vertex and edge kernels in order to define a proper similarity
estimate for them.

The original graph kernel K(G, G’) defined in Eq. (2) is estimated by summing the
similarities of all pairs of random walks of equal length. For a certain pair of such ran-
dom walks (&, i), let us suppose that we get simultaneously to a pair of corresponding
vertices (x;, x}). At this point we analyze the next transition in each walk; if the labels
of the next two edges (ey,,,,€xy, ) and the labels of the next two vertices (vy,,,, vy, )
are not identical, the similarity brought by these walks will be null and we start analyz-
ing another pair of walks. Otherwise we multiply the current similarity of the walks by
the probabilities for the two transitions occurring in each walk. This leaves us with a
probability of getting these random walks from start to end of:

p(h 1) = (p?<v> [ p?<v,-|v,-_1>] : [p?' o[ [ 7o |v;1>] (10)
i=2 i=2

in which we suppose implicitely that for the walks (%, #’), the labels of all the constituent

parts are identical. Using a Dirac similarity function for vertices and edges, it is obvious

that random walk kernels in Eq. (3) will be also Dirac functions, so the graph kernel

in Eq. (2) is reduced to the direct sum of all the probabilities p(h, h’) as in Eq. (10)

computed for identically labeled random walks.



This strategy works for discrete ranged kernel functions, but in the case of region
attributes like gray level or surface, we need a less discriminative kernel. Possible so-
lutions to this problem are the Gaussian radial basis function (RBF) kernel and the
triangular kernel [15]:

Ilx = yII?
202
K(x.y) = {% Cif =yl <C

0, otherwise

(1)

The advantage of the first kernel over the second is that it offers a smoother, Gaus-
sian discrimination compared to the uniform discrimination of the triangular kernel.
However, beside an increase in computation time, the disadvantage of KRBF ig that it
does not vanish at finite bounds, while the triangular kernel has a compact support.

We are entitled to use any of these kernels in the place of the Dirac kernel because
they are also known to be positive definite and their use inside the graph kernel respects
the closure properties of the family of kernel functions.

The next step is to integrate these values in the graph kernel computation. If we
employ in Eq. (2) the joint probability from Eq. (10) and we replace the generic value
k(h, h") with that of Eq. (3), we get:

KG.G) =D > K0 ve) [ [(KCex nrex, o) - K (. v0))
h W i=2

xpSe) - p¢ ) - [ [ (PPatminpf ()| (12)
i=2

By comparing the kernel equation Eq. (2) with its revised form Eq. (12), we can
notice the adaptation of the variables from Eq. (5) that we must perform in order to use
the same method for the computation of the new kernel function:

my(x, x) = pS)pS (&) - k' (vy,, Vi)
(e, XN, X)) = p (a1 lx2)pf (x1x) - k(e v, € 0 DK (Vs Vi)

(13)

The vertex and edge kernel functions appear in this model as probability multipliers
along transitions, which penalize paths with respect to their constituent dissimilarities.
Using the revised variables 7 and 7, from Eq. (13), we can now employ Eq. (6) to
compute the revised graph kernel from Eq. (12).

In the general case of an attribute set A = {ay, ..., a,} associated to a graph compo-
nent, the kernel function will be extended in order to take into account all the elements
of A. Kernel functions related to these various attributes allow us to treat them in a uni-
fied way, merging them in a unified similarity estimate [16]. As each kernel provides
us with a partial description of data properties, we are interested in building a parame-
terized combination that employs each attribute according to its relevance. In our work,
we have employed a linear combination of base kernels:

|
Ki= ) 4K, (14)
i=1



where the multipliers 4; > 0 satisfy ), ; A; = 1. This time too, the weighted sum
of definite positive functions preserves the key property of definite positiviness of the
result.

6 Experimental Results

Based on this adapted marginalized kernel, we have conducted some preliminary ex-
periments, whose purpose is to assess its viability and the impact of different graph
attributes on its performance. As training examples, we have used ten head X-rays
(coronal view) for the first class and ten mammographies (sagittal view) for the second
one. For the moment, edges are not, beside their implicit structural importance, taken
into account; therefore, we consider them as having the same label and we concentrate
on the richer vertex attributes. We have particularly analyzed two of them which are
adjusting to global image content: the relative surface s,.; with respect to the image sur-
face and the relative average gray value gray,.; defined in Eq. (9). They are less prone
to perturbations, rescaling, contrast or brightness variations, etc.

In a first phase of our experiment, we have compared the performances of K*BF
and K4 in Eq. (11) for the s,,; attribute and for different parameterizations of C and
respectively o, on a testing sample of 42 images. For obvious statistics reasons, results
for the two kernels are directly comparable in the situations where the value of C is at
the 3-sigma level: C = 30

Recognition|| C =0.05 | C=0.15 | C=0.2 C=05 Cc=06 C=1
rate o =0.0167|c = 0.0500|0 = 0.0667 |0~ = 0.1667 |0~ = 0.2000|c" = 0.3333
[ K 0.81 0.74 0.83 0.83 0.83 0.86 |
| KFEF 0.93 0.95 0.93 0.86 0.86 0.86 |
Table 1. Recognition rates based on the relative surface attribute s,

Results in Table 1 show that the RBF kernel performs well in the case of a strong
discrimination (i.e. if region areas differ by more than one tenth of the image surface,
the kernel returns a very small similarity value). While simplifying the discrimination
function, the triangular kernel does not manage to discriminate as efficiently as the RBF
kernel in the initial range of the surface attribute.

In a second step, we have built a linear kernel as in Eq. (14) based on both s,,; and
grayy.;, in order to analyze the classification performance as a function of the individual
kernel multipliers. The tests are performed, as before, on the sample of 42 images. The
discrimination thresholds are fixed at 0.2 and 0.5 for the surface and gray level attributes
respectively. Gray level weight is gradually increased from O to 1 in the unified kernel
equation.

The graph shown in Fig. 4 proves that performance may be improved drastically
by combining multiple attributes in the global kernel function. Even for the limited
use of two vertex attributes in the absence of edge labeling, preliminary results are
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Fig. 4. Performance of a linear combination between a triangular kernel for relative surface
(C=0.2) and a triangular kernel for relative average gray level (C=0.5)

encouraging. The weighted combination of kernels should be able to use information
from multiple data sources by assessing the relative importance of each of them.

Triangular kernels prove to be noticeably faster than Gaussian ones and we hope
that further weight optimization [16, 17] will help us increase the performance of a
linear kernel based on triangular subcomponents.

7 Conclusions

We have presented a new version of marginalized graph kernel which extends the one
being used in computational chemistry and which allows the processing of image-based
graphs. This new approach incorporates in the similarity computation specific proper-
ties of image-based graphs, such as image attributes, irrelevance of the numbers of
neighbors of a segmented region, etc. We have applied this approach to medical image
classification, based on a generic segmentation method. Preliminary results validate this
model and further work will be needed in investigating which of the possible attributes
are relevant for graph-based image representation and classification. We are also in-
terested in labeling edges with relationship attributes which go beyond planar neigh-
borhood and which are essential for expressing globally image content. In the same
direction, we could try to use some results concerning the kernel integration theory in
order to find the most suitable multipliers for a certain attribute set that we consider
relevant.
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